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Abstract The new ubiquitous interaction methods change

people’s life and facilitate their tasks in everyday life and in

the workplace, enabling people to access their personal data as

well as public resources at any time and in any place. We

found two solutions to enable ubiquitous interaction and put a

stop to the limits imposed by the desktop mode: namely

nomadism and mobility. Based on these two solutions, we

have proposed three interfaces (Zhou et al. in HCI interna-

tional 2011: human–computer interaction. Interaction tech-

niques and environments, Springer, Berlin, pp 500–509,

2011): in-environment interface (IEI), environment depen-

dent interface (EDI), and environment independent interface

(EII). In this paper, we first discuss an overview of IEI, EDI,

and EII, before excluding IEI and focusing on EDI and EII,

their background, and distinct characteristics. We also pro-

pose a continuum from physical paper-based interface to

digital projected interface in relation with EDI and EII. Then,

to validate EDI and EII concepts, we design and implement a

MobilePaperAccess system, which is a wearable camera-

glasses system with paper-based interface and original input

techniques allowing mobile interaction. Furthermore, we

discuss the evaluation of the MobilePaperAccess system; we

compare two interfaces (EDI and EII) and three input tech-

niques (finger input, mask input, and page input) to test the

feasibility and usability of this system. Both the quantitative

and qualitative results are reported and discussed. Finally, we

provide the prospects and our future work for improving the

current approaches.
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1 Introduction

With the emergence of a wide variety of sensors and

devices, computing is no longer limited to the desktop

mode, but takes on a totally new look. At the same time,

interaction modalities and interfaces have switched from

WIMP to post-WIMP [40], and innovative inputs and

techniques are being increasingly considered. These new

interaction methods change people’s life and facilitate their

tasks in everyday life and in the workplace, enabling

people to access their personal data as well as public

resources at any time and in any place. As technology

progressively integrates every aspect of life, a greater

requirement for innovative research into various aspects of

ubiquitous computing has emerged. The issues related to

ubiquitous computing and pervasive computing vary from

the interaction problems of user input and output modali-

ties to the more ethical problems of privacy, data protec-

tion, or even the social effect. We found that the traditional

user interface, used on the desktop computer, is no longer

appropriate for ubiquitous computing. Furthermore, it is

insufficient and unable to satisfy the requirements of our

daily tasks by simply emulating the existing WIMP
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modality. A sophisticated mobile environment requires a

dedicated interface design, involving input and output

techniques with new emerging features offering far more

than the capacities of traditional techniques.

One of the available solutions to enable ubiquitous

interaction and end limitation of the desktop mode is

nomadism, where the user is not equipped with any

wearable or mobile devices. Another solution is mobility,

where the user is equipped with wearable or mobile devi-

ces. Wearable devices can include a webcam, a pico-pro-

jector, or other output displays. Mobile devices can include

PDAs and smart mobile phones. Classical portable devices

such as laptops cannot be included as mobile devices, since

their size makes them unavailable and inconvenient to use

when the user is walking or in other mobile settings. Also,

laptops take longer to access input compared with mobile

phones. However, the tablet or the special laptop could

form one part of a wearable configuration, contributing

only to the calculation function rather than other functions.

To help the user interact all around and access information

freely in the environment, we propose three innovative

interfaces based on the aforementioned solutions [46]: in-

environment interface (IEI), environment dependent inter-

face (EDI), and environment independent interface (EII).

With the IEI, the user is in the nomadic state, i.e., without

any personal IT device. The environment provides all the

interaction support required for input and output devices. In

this situation, a fixed webcam and a wall video projector

are appropriately located to allow in-environment interac-

tion. The user uses his/her hands to interact with the public

information available from a public wall, e.g., searching

and browsing. The EDI and EII are both based on the user’s

wearable computer devices, allowing him/her to interact in

mobility. We aim to provide the user with information that

is decided by the environment, i.e., the environment pro-

vides users with information. In this way, the EDI refers to

the strong relationship between the interface and the in-

environment information. Going one step further, we pro-

pose the EII, which refers to the relationship between the

interface and personal information. The actual users per-

form contextualization by showing the webcam appropriate

predefined markers or menus. Users can thus contextualize

their working environment by themselves without any

contact with the environment.

In this paper, we first outline the concepts of IEI, EDI,

and EII, and then focus on discussing EDI and EII, their

background, and distinct characteristics. Next, to concret-

ize the EDI and EII, we propose the MobilePaperAccess

system, a ubiquitous paper-based interface for mobile

interaction. We employ the following wearable configura-

tion: a small screen attached to a goggle to provide visual

information, a webcam to pick up the input signal, and a

laptop as the calculating device. Our goal is to create a true

contextualization, based on the user’s location or inde-

pendent of it, which is more effective and adaptive to

users’ information needs by taking advantage of dynamic

and physical environmental characteristics. Finally, we

explain the evaluation with the aim of investigating input

techniques as well as two interfaces: EDI and EII.

2 Related work

In this section, we outline the relevant research work that

helped inspire our study on wearable interaction in relation

with ubiquitous computing. Since ubiquitous computing

covers a large number of aspects, we only address input and

output techniques in the field of wearable computing and in

the related research area: paper augmented interaction.

2.1 Wearable input techniques

The term ‘‘ubiquitous computing’’ was introduced by

Weiser [42] in the paper published in 1991, which focuses

on integration of technologies into daily life with the aim

of binding the user, environment, and technologies as one.

Ubiquitous computing eliminates the utilization restriction

obliging users to access the IT system only with fixed or

portable computers and their classical graphical user

interfaces (GUIs), with WIMP style and devices (e.g.,

screen, keyboard, and mouse). Wearable computing is an

alternative approach to ubiquitous computing, allowing the

user to interact with body-worn computers, seamlessly

immersed in the physical world with digital information.

Early in 1993, Starner [38], one of the wearable computing

pioneers from the MIT Media Laboratory, had attempted a

heads-up display integrated with his glasses and a twiddler

[26, 27] as the input device which can be located in the

pocket. In recent years, miniaturization of mobile and

wearable devices has made ubiquitous computing possible,

and the search for mobile input and output modalities has

become a research focal point. Input techniques fall into a

wider range of approaches, including styluses [24], the

digital glove [14], and mobile sensors to recognize hand

gestures [17, 41] or objects [12]. The technology proposed

by Skinput [18] employs the user’s body as the interactive

surface, such as the touch pad with bio-acoustic sensors

and projector, which provides an always-available interface

[31]. Minput [17] offers an input technique via gestures

like flicking and twisting, which is carried out by two

optical tracking sensors on the back of a small device.

MotionBeam [44] is a novel interaction metaphor, based on

the input via the projector movement: The user can navi-

gate by changing the location and orientation of the pro-

jector. Besides the movement interaction of projector,

researchers also focus on manipulating the dynamic
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projection surface. OmniTouch [16] allows bare hand

gestures as input, while SixSense [30] explores and pro-

poses marked finger gestures as input. Both use the

dynamic projection interface. Ni and Baudisch [32]

investigated spatial interaction using the hand gesture as

the input and the zero visual feedback as the output in

disappearing mobile. They studied the limits of miniaturi-

zation of mobile devices, what the smallest future devices

might be, as well as how the user would interact with these

smallest devices.

2.2 Wearable output techniques

Compared with output modalities such as haptic feedback

and audio feedback, the visual output provides more

information to display and interact. The visual output, as

the primary output mechanism, can also inherit the rich

interactive elements of GUIs. We focus on the visual

output for feedback in this paper. As a feedback supporter,

miniaturized displays play an important role in the field of

wearable computing. Researchers working on mobile

interaction expect displays to be light, easy to wear, able to

display multimedia information, and simultaneously sup-

port a presentation size that is as large as possible. As

wearable output visual displays, head-worn displays [15,

37], handheld mobile phones [3, 7, 43], and pico-projectors

[35, 45] have been used to present information.

Small screen displays such as head-worn displays and

mobile phones have several advantages. However, one

drawback persists: These displays cannot avoid the lim-

itation due to the small-size screen, in which visual

output information content is restricted in a scale. These

miniaturization devices normally use fixed-size screens

or physical materials to present visual information. Two

of the advantages of the small screen are that they

provide excellent user privacy with a small-size reading

space and that they allow high-level mobility. Also, they

do not require extra physical surface to aid the display

action. In recent years, miniaturization of projectors has

led to the emergence of mobile devices with embedded

projector or standalone palm-size pico-projectors. The

pico-projector, as a mobile display, has high full scala-

bility and supports scalable interaction. In this way, the

pico-projector can provide both small-size and large-size

display experience. However, the properties of scalability

and dependence on surrounded surfaces have given rise

to the challenges for interaction with pico-projectors. It

is challenging to project the interface in a high resolution

on different surfaces of different colors, textures, and

sizes, especially to provide the appropriate scalable

interface. Besides, the insufficient lumens limit feasibility

of use in daily light. Although researchers have investi-

gated the wearable camera-projector system in many-

sided aspects, such as OmniTouch [16], SixthSense [30],

and Brainy hand [39], the aforementioned problems have

not yet all been solved.

2.3 Paper interaction

Ishii and Ullmer [22] have defined the tangible user

interface (TUI) at CHI 1997, the definition of which is to

‘‘augment the real physical world by coupling digital

information to everyday physical objects and environ-

ments.’’ Even if the terms related to TUIs vary, they share

the same basic paradigm [11]: Users use their hands to

manipulate some physical objects via physical gestures; a

computer system detects this, alters its state, and gives

feedback accordingly. Paper interaction is one of the tan-

gible user interfaces [21]. Studies on paper interaction and

paper interfaces [1, 19, 29] focused on augmented reality,

and attempt to merge use of paper with digital information

and data. Researchers mark the paper with special markers,

and then use the camera to recognize and detect both the

motion of paper and other input techniques. Paper Win-

dows [19] describes a projecting window prototype able to

simulate manipulation of digital paper displays. This sys-

tem takes the paper motion and finger pointing gestures as

the input. The user can thus perform tasks by interacting

with paper documents using his fingers, hands, and stylus.

The Quickies [29] system uses augmenting sticky notes as

an I/O interface. The DisplayObjects [1] proposes a

workbench, allowing the user to interact with projected

information on the physical object. Whereas these studies

are all investigated—the large display interaction and the

desktop interaction—we choose to focus on paper inter-

action in the mobile situation.

In addition to the paper-based interface, tangible objects

are themselves employed as tags and reminders, utilized to

trigger digital information. The link between the physical

world and the digital world needs to be triggered via

explicit interaction such as placing a particular object in the

proximity of a reader [36], or in the target area. RFID,

ARToolKit markers, and QR codes are most often used for

link tagging. In the TUI context, computer vision is often

used to sense the position of markers, as well as orienta-

tion, color, shape, etc. The algorithm can interpret the

marker pattern to identify markers. In recent years, there

have been a large number and variety of marker-based

interactions [20, 33, 34] that have made it possible to use

contextual markers in a mobile environment. Furthermore,

compared with other detection technologies such as RFID

[2, 23], the ARToolKit tag (or QR code) is based on vision-

based interaction, easy to stabilize in the environment, and

less expensive. Our approach is inspired by these contex-

tual markers, which can bridge the digital world and the

real world in a light and economical way.
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3 Overview of innovative user interfaces

As we stated above, one solution to enable ubiquitous

interaction and put an end to the limits of the desktop mode

is nomadism, in which the user is physically mobile and

not equipped with any wearable or mobile device. Another

possible solution to this problem is mobility, in which the

user does not have any classical portable devices such as

laptops, but has wearable computing devices, such as the

camera-glasses unit or the camera-projector unit. In tradi-

tional mobile computing, for example, when the user is

moving and wants to use his/her portable laptop, he/she

needs to stop before interacting. However, wearable com-

puting can support interaction and mobility seamlessly.

The former solution can be achieved by interacting with the

IEI, while the latter can be achieved by interacting with the

EDI and EII.

In this section, we shall first explain the three innovative

user interfaces (IEI, EDI, and EII) by discussing the rela-

tionships between three interfaces, three main elements,

and contextualization styles. We then provide the scenarios

for three interfaces. Next, we describe the principal and

essential characteristics of EDI and EII. Finally, we pro-

pose a basic continuum that spans the range from physical

interface to digital interface, based on the interaction

techniques of our EDI and EII design.

3.1 Innovative user interfaces

Figure 1 represents the relationships between the three

interfaces (IEI, EDI and EII), the contextualization pro-

vided by these interfaces, as well as three main elements:

user, devices, and environment. In the situation of IEI, the

webcam and the wall video projector are appropriately

located to allow in-environment interaction. The user uses

his/her hands to interact with the public information pre-

sented on a public wall like searching and browsing. The

environment generates the contextualization, for example,

the physical location and the application used (i.e., public

transportation information). Similarly, the EDI also focuses

on the in-environment interaction that is dependent on the

in-environment indication and information. As illustrated

in Fig. 1, both the IEI and EDI rely on the environment, the

former requiring the environment and the actual user to

support the interaction (the environment provides the

devices, and the actual user interacts with his/her hands or

body.), while the latter requires the environment, the

wearable devices, and the user. Since both the IEI and EDI

are dependent on the in-environment information, the

contextualization style is environment-contextualization.

Furthermore, the EII is independent from the environment,

namely it relies neither on the in-environment information

nor on the environment configurations. In this way, users

can interact with any digital information by themselves, or,

for a more sophisticated independent interface, they can

interact by showing the webcam the predefined contextu-

alizing indications, which we called self-contextualization

as shown in Fig. 1.

Consider the scenarios in the smart city [9] as follows:

Scenario 1 Li and Yan are research members, and they

work in the same laboratory. One day, Li wants to discuss

something with Yan, but when he knocks at Yan’s door, he

finds that Yan is out of the office. So Li walks to the public

place outside the laboratoy and browses Yan’s public

information via hand gestures (see Fig. 2a). He checks

Yan’s schedule, looks for an appropriate time, and sends

him a date request. After obtaining feedback from the

system, he returns to his office and continues to work.

Scenario 2 One day, Li wants to discuss with Yan, but

Yan is not available. Outside Yan’s door, Li sees a pre-

defined paper interface pasted on the door, and he is

wearing his wearable devices (see Fig. 2b). He then checks

Yan’s schedule, finds an available time, and sends a date

request via a paper interface. After obtaining feedback, he

returns to his office.

Scenario 3 One Saturday in a library, Li is looking

through books when he suddenly remembers that he

needs to discuss something with another new member

John. So he opens his notebook and finds a predefined

paper-based interface (see Fig. 2c). With this interface,

he fixes an appointment with John. Or, in another way,

he directly projects the interface on his table. After

setting this digital appointment, he continues to look for

books in the library.

The first scenario interprets the IEI, the second scenario

explains the EDI, while the third one describes the EII. The

IEI, EDI, and EII can solve the same problems that the user

encounters, as well as solve distinct problems. In everyday

life, it is essential to make appointments with people.

Fig. 1 An overview of IEI, EDI, and EII, with their elements and

contextualization style
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Mobile innovative interfaces support the user in checking

their schedule and making appointments, either dependent

on or independent of the environment context.

In this paper, we exclude IEI, and mainly focus on the

last two interfaces: EDI and environment independent

interface. The EDI and EII are both based on users’

wearable computing devices, allowing them to interact in

mobility. With respect to configuration, the EDI and EII

can use the same configuration, allowing users to switch

freely between the EDI and EII and to interact in the

context, in the self-context, or without any context in the

ubiquitous environment.

3.2 Environment dependent interface

The EDI aims to provide users with information deter-

mined by the environment, i.e., the environment provides

users with information. In other words, the EDI refers to

the strong relationship between in-environment informa-

tion and the interface. The environment can be pre-con-

textualized by markers, and the markers can be pasted on

the appliance, wall, book, door, and so on. In this way,

public and professional guiding information can be used

for contextualization.

We have studied the research field of augmented reality

in relation to mobility for several years. The previous work

can be characterized by two acronyms: MOCOCO

(MObility, COntextualization and COoperation), and

IMERA [8] (French acronym for mobile interaction with

real augmented environment). Augmentation can be

achieved in a conscious way, passively or actively, or in an

unconscious way. In passive marker augmentation, the IT

system discovers these passive markers and uses them in

the treatment process. In active marker augmentation,

active markers (e.g., RFID) can address the IT system

according to their own decisions. The IT system can, for its

part, either be deployed in the environment with its sensors,

or be dependent on the user interaction devices, which

build a unique relationship between the real environment

and the IT system.

In this paper, we are mainly concerned with the

approach of conscious augmentation using passive mark-

ers. For the purpose of providing the user with in-envi-

ronment information and interface with environment-

contextualization, we investigate passive marker augmen-

tation that can be achieved by computer vision-based tags

and the webcam. Taking the ARToolKit tags as an exam-

ple, the webcam recognizes the unique pattern of the tag

and provides the linked information. In this way, our EDI is

concretized via the passive marker augmentation method.

The markers act as bridges linking the real environment

and the digital information, and can be pasted on a wall, a

notice board, an information board of a bus shelter, and

appliances or a doorplate.

It is essential to define the distinct characteristics for

EDI (see Fig. 3). The EDI must be closely related to in-

environment information, which is dependent on the spe-

cific location. The location can be identified through either

passive in-environment physical markers, or specific

menus, or indications that are dependent on the environ-

ment. It is impossible to remove the linkage (i.e., the

markers) for the EDI. In other words, the linkage is essential

in that it is one of the components for building the EDI.

3.3 Environment independent interface

Going one step further, we also explore both marker aug-

mentation and non-marker augmentation to support and

concretize the EII. The EII user can interact with projected

Fig. 2 Innovative user interfaces. a IEI. b EDI. c EII

Fig. 3 The principal and essential characteristics of EDI
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dynamic information on the situation of non-marker aug-

mentation. With respect to marker augmentation, when

reading the augmented newspaper, the user holds the

newspaper and navigates the predefined markers or indi-

cations to watch the augmented video or multimedia

information overlaid on the paper.

Environment independent information plays an impor-

tant role in EII (see Fig. 4). Digital information in EII is

summoned with no relation to the environment, and is not

dependent on location. Environment independent markers,

menus, or indications can be pasted on any handheld sur-

faces, such as plane tickets, books, newspapers, booklets,

or personal notebooks, which are completely independent

from the location of the environment. Linkage for the EII is

optional: non-linkage augmentation can be achieved by

pure digital personal projection.

3.4 Continuum for EDI and EII

In the augmented reality environment, we propose a con-

tinuum that spans the range from physical interface to

digital interface, based on the interaction techniques of our

EDI and EII design (see Fig. 5). The physical interface

surface is static and inflexible, usually unitary planar,

considered as uni-planar. Since the elements in the inter-

face are fixed and physical, these elements should all

evolve in the uni-planar, rather than in the multilayer

windows. In our study, we use the paper-based interface as

the realization of the physical interface, namely all the

interactive elements are predefined and printed on a piece

of paper for interaction. The physical-digital interface

incorporates the physical with the digital interface, in

which the paper interface has been augmented with the

projected interface in possession of the half-dynamics.

Furthermore, the digital interface has full dynamics, which

provides projected personal information for interaction.

The last two interfaces are based on the multi-planar, by

means of which interactive elements are organized logi-

cally in the dynamic multilayer windows.

In the EDI system, the interface relies closely on the

environment and the context information, such as location.

In other words, the presentation of the interface is not

dependent on the individual’s decision but rather on the

environment. Based on this dependence, the EDI builds on

the physical interface and the physical-digital interface,

where the physical part is linked to the environment. In the

EII system, the interface is determined by the actual indi-

vidual, and can either be augmented with markers or pre-

defined menus, or augmented by the required projected

information. Thus, the EII entirely spans the physical to the

digital interface.

4 Design of MobilePaperAccess

To implement our EDI and EII, we have designed and

developed a ubiquitous paper-based system for mobile

interaction, known as MobilePaperAccess. This is a wear-

able camera-glasses system with a paper-based interface

allowing mobile interaction. We access in-environment

digital information or environment independent informa-

tion from the paper interface. In this section, we shall dis-

cuss the design of input techniques and paper surface.

4.1 Input techniques

We propose three input techniques as shown in Fig. 6:

finger hover input (see Fig. 6a), mask input (see Fig. 6b),

and page input (see Fig. 6c), all of which are used for

selection.

One of the hand gesture solutions for users’ selection

input is to let the user hover for a second with his/her

finger, while the selection signal can be generated via a

span. When the user points at an interactive item such as a

button, he/she needs to remain in the position of this item

for a time interval. The interactive item is thus considered

as selected and validated. Buxton specifies a three-state

input model [6], which provides a conceptualization of

some basic properties of input devices and interactive

techniques. We utilize the three-state input model to

explain the finger hover gesture, illustrated in Fig. 7. The

first state, (state 0), is what we will call ‘‘out of range.’’ In

this state, the finger is beyond the reach of the webcam’s

Fig. 4 The principal and essential characteristics of EII

Fig. 5 The continuum from physical interface to digital interface for

the EII and EDI
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vision, meaning that any movement of the finger has no

effect on the system. As the finger enters the region of the

webcam (state 1), the system starts to track: the tracking

symbol is the tip of the user’s index finger. The two

actions, ‘‘Hovering for a Second’’ and ‘‘Stop Hovering,’’

are closely linked, similar to the relationship between

opening and closing a door. In this way, the ‘‘Stop Hov-

ering’’ action is non-substitutable and closely linked to the

preceding action. Thus, the return path from state 2 to state

1 is drawn in gray as shown in Fig. 7.

In addition to the finger selection technique, we propose

a mask selection technique, which shares the same hover-

ing method with the finger input. The mask consists of a

rectangular green frame and a wand. The frame is in charge

of selection, while the wand is held in the user’s hand for

convenience. The real information printed on the paper can

be read inside the frame.

For page input, we place only one marker on each page

of a booklet. The user can show the webcam one marker at

a time by flipping through the pages. We use a predefined

booklet of several pages where each page contains an

ARToolKit tag. The index in front of the booklet allows the

user to access to the appropriate page. Also, the color

indicators related to each page on the side edge of booklet

can facilitate the operation.

4.2 Paper surface

According to human factors (Fig. 8), the eye rolling angle is

15� comfort, and 35� maximum horizontally, and 30� up

and 35� down vertically. The average forward grip reach is

74.3 cm [10]. The interactive surface held in hand should be

less than 34.64 cm 9 16.08 cm in size when reading dis-

tance is 30 cm. Thus, we select an A4 (29.7 cm 9 21.0 cm)

paper pasted on the wall as the EDI, an A4 paper held in the

hand as the environment independent interface, and a pre-

defined booklet held in the hand as the environment inde-

pendent interface. We organize the layout in the

comfortable range. The user thus does not need to move his/

her head too much when reading the interface.

We segment the paper surface into several rectangular

zones (see Fig. 9), and relate each zone with a unique

event. The user can trigger the required action by selecting

the relative zone. To ensure the real rectangular zones are

recognized, we place the ARToolKit tags or color markers

on the paper surface to assist augmentation. We also pro-

pose some examples of ARToolkit tag and color marker

arrangement. What is most important is that fingers and

hands should not occlude the ARToolKit tags or color

markers during interaction. We place the tags in the left

upside (see Fig. 9a) or upside position (see Fig. 9b) for

right-handed users, while we place the tags in the right

upside, right, or upside position for left-handed users. The

two color markers are located at the ends of the diagonal

lines: We place the tags left top and right bottom for left-

handed users, and right top and left bottom for right-handed

users (see Fig. 9c, d).

5 Implementation

The perspective of our MobilePaperAccess system includes

the paper interactive surfaces augmented with the color

Fig. 6 Three input techniques. a Hover input technique. b Frame

mask input technique. c Page input technique

Fig. 7 The three-state model of the Hover gesture input and

illustration Fig. 8 The angle of eye rolling vertically (a) and horizontally (b)
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markers, a colored sticker located on the user’s index fin-

ger, ARToolKit tags, the webcam to capture the motion of

the marked index finger or capture the ARToolKit tags, the

goggle with small screen to present the digital information,

and a laptop for calculating. We will explain the imple-

mentation below with respect to wearable configuration,

figure and mask motion, augmented paper and digital

feedback, as well as applications.

5.1 Wearable configuration

Our wearable configuration consists of the camera-glasses

device unit, and a laptop for calculating. The camera-

glasses device unit described in this paper is made up of a

RGB 640 9 480 webcam and a goggle attached with a

small screen (see Fig. 10). We fix the webcam on a plastic

hair band and let the user wear it on his/her forehead as

shown in the figure below. The camera thus sees what the

user sees as the user turns his/her head, and the small

screen displays digital information precisely in the user’s

field of vision. As the user turns his/her head, the digital

feedback follows the required direction. The viewer display

is a Micro-Optical SV-6 PC viewer, with a resolution of

640 9 480 pixels. The laptop is equipped with a multi-

touch screen, which can be used as a tablet and carried on

the back or in a messenger bag along the body (see

Fig. 10).

5.2 Finger and mask motion

Our three input techniques are based on computer vision

techniques. In the current work, we use the object tracking

algorithm based on the Camshift algorithm [5] by

employing the OpenCV library [4]. First, the captured

frame is preprocessed. Then, we take a picture of the

tracking object located on the user’s finger in advance and

extract the color feature from this image. Thirdly, the back

projection of the processed image is calculated, and the

Camshift tracks distribution of the target color feature

based on the back projection. We can thus automatically

track the color marker located on the index finger. As

shown in Fig. 11, we record the trace of the color marker

by noting the x and y coordinates of the color marker in

each frame. As shown in the figure, we count the number of

tracking points in each interactive item area such as the

gray zone. If the number meets our predefined condition,

we regard this action as a pointing.

For mask input, we calculate the central point of the

mask as the tracking point, which is counted in the same

way as finger input.

5.3 Augmented paper and digital visual feedback

Implementation of output techniques includes augmented

paper surface and digital visual feedback. Unlike the

devices where the input takes place directly on the display

surface, the digital display and the input of MobilePaper-

Access are separated. Each paper-based interactive surface

is either augmented with the color markers or with AR-

ToolKit tags (see Fig. 12b). Take color markers as an

example: Two color markers in a diagonal position (see

Fig. 12a, d) shape a rectangle, which can be tracked by the

webcam. As long as the webcam recognizes this rectan-

gular shape, the grid within the shape is considered as icons

and can be activated by pointing. The user is unaffected

even if he/she rotates or moves the paper slightly during

interaction. Besides, the booklet for interaction is aug-

mented with ARToolKit tags, and each page has a tag as

the identity (see Fig. 12c).

Fig. 9 The arrangement of the paper-based interface

Fig. 10 Wearable configurations

842 Pers Ubiquit Comput (2014) 18:835–849

123



As regards digital feedback, the feedback information is

presented on the small screen fixed on the right or left side

of the goggle. Screen size limitation means that the display

area is divided into two parts: the main display area and the

auxiliary area (see Fig. 13). The main display area displays

the information completely, while the auxiliary area dis-

plays the brief response of the information in the form of a

keyword or tips, permitting a quick and just-in-time

understanding of the user.

5.4 Applications

5.4.1 Research Team Management Application (RTMA)

To prove the concepts of EDI and EII, we developed an

application known as the Research Team Management

Application (RTMA) with the goal of managing research

team members’ exchanges. RTMA is based on the scenario

with EDI and EII, as we stated above in the Sect. 3. With

the same wearable configuration, the user consults a

member’s schedule using a predefined interface pasted in

advance in the laboratory, or a customized paper, or a

booklet held in his/her hand.

5.4.2 Flag application

We also propose a playful application called the Flag

Application for the user to explore innovative interfaces

with input and output techniques. From the Flag Applica-

tion, the user can first select the name of his/her targeted

national flag. He then starts to input the color composition

of this flag. Finally, he can verify the result of his input

composition. In the EDI scenario, the user interacts with a

piece of predefined sheet pasted on the in-environment

surface, while in the EII scenario, the user plays the Flag

Application with a handheld predefined interface such as

the surface of a notebook.

6 Evaluation and main results

To obtain a more thorough understanding of EDI and EII,

as well as the creation of the MobilePaperAccess system

Fig. 11 The motion of the index finger

Fig. 12 The augmented paper

with color markers (a), (d), with

ARToolKit tag (b), augmented

book

Fig. 13 The visual feedback in the small display
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and input modalities, we designed a structured evaluation

comparing our three input techniques (finger input, mask

input, and page input) and two interfaces (EDI and EII). To

compare the three input techniques with two interfaces, we

formed four cases as shown in Table 1 and provided the

description of four cases in the figure. For Cases A and B,

the participants stood, whereas for Cases C and D, the users

sat or stood freely to simulate mobility. In this evaluation,

we set and explored the three following research questions:

• Question 1 Are three input techniques and our innova-

tive input and output modality easy to learn or not?

• Question 2 What is the performance of the four cases

during the interaction?

• Question 3 Does Fitts’s law [28] have any influence on

interaction time of wearable interfaces?

6.1 Participants and procedure

We recruited 12 student participants, 7 males and 5

females, aged between 19 and 29 with a mean age of 23.2.

Their heights ranged from 157 to 188 cm, with an average

of 171.8 cm. All participants had experience in using

mobile devices. Only 6 of them had knowledge of human–

computer interaction (HCI) such as reading the relevant

books or taking classes in courses for introduction to HCI.

All except one were right-handed.

We provided two types of program for each case: the toy

application and the true application. The toy application

was the Flag Application for practicing, in which partici-

pants could choose the flag of interest, and then choose its

color composition, and finally check the results. The goal

of introducing the toy application was to help participants

familiarize themselves with the input techniques and

interfaces. They could play the Flag Application several

times until they felt competent in the following true tasks.

The true application was the RTMA, in each case of which

we provided two tasks for the user to perform: task T1 and

task T2. In this way, for each case, each participant had to

perform one toy application with one learning task, and one

true application with two tasks, i.e., in all four cases, each

person had to perform 4 learning tasks plus 2 9 4 = 8 true

tasks.

As the procedure shown in Fig. 14, the evaluation began

with an explanation of the protocol by the text form, including

the instruction and questionnaire. The questionnaire attached

to the protocol contained two parts: The first part (pre-ques-

tionnaire) covered the background questions of individuals

(age, gender, height, etc.) and questions on their familiarity

with mobile devices and HCI, to be answered by the users

before the test; the second part (post-questionnaire) provided

questions mainly in Likert scale form [25] on their feelings

and comments, to be completed by the users during and after

the test. Next, we demonstrated how to interact with the

MobilePaperAccess system in the process of learning.

Besides demonstrating, we also guided the users by discuss-

ing with them. After practicing several times with the toy

application, the users started to perform the RTMA. In this

stage, we asked the participants to perform two tasks for each

case. All the participants performed the tasks, respectively.

They were instructed to check two different researchers’

schedules and ask for an appointment with these two

researchers as accurately and quickly as possible.

We employed a within-subjects design in this evalua-

tion. The order of the four cases was counterbalanced with

a 4 9 4 Latin square [13], while, inside, the order of two

true tasks (T1 and T2) was counterbalanced with a 2 9 2

Latin square. The system only records automatically the

log of performance with true tasks in four cases. For each

case, each participant performed two tasks with 9 times of

pointing for each task. This yielded 72 trials per participant

(2 tasks 9 9 pointing trials 9 4 cases = 72 trials). Thus,

the summary number was 864 trials (12 subjects 9 72

trials = 864 trials).

We also set several variables for comparison. For the first

group, the independent variables are input techniques (fin-

ger input, mask input, and page input) and interfaces (EDI

and EII), which we grouped into four cases as stated above.

The dependent variables were the interaction time sum,

namely the sum of interaction time starting from the user’s

correct interaction to his/her correctly stopping each task in

each case with the true application. For the second group,

the independent variable was the interface layout, and the

dependent variable was the interaction time of tasks T1 and

T2. We also drew the access time and regarded it as the span

from starting the application to the user’s first interactive

action in each case with the true application. We also

recorded all the errors made in the true application of four

cases, and marked the reasons for them. Each input step and

the time cells were automatically logged by the system.

6.2 Main results

In terms of results, we obtained the interaction time sum,

the interaction time of tasks T1 and T2, access time,

Table 1 Four test cases (Case A, B, C, and D)

Interfaces Input techniques

Finger Mask Book/page

EDI H Case A H Case B Not studied

EII H Case C Not studied H Case D
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interaction errors, user satisfaction, and comments on four

cases.

6.2.1 Interaction time sum

To know whether there is any significant difference

between input techniques and interfaces, we used the

Mann–Whitney U test for the nonparametric test. We did

not find any statistically significant differences (p [ 0.05)

between Case A and Case B, and between Case A and

Case C. In other words, we did not find any statistically

significant difference between the finger input technique

and the mask input technique with the same EDI and

between the EDI and EII with the same finger input. On

the other hand, we found there was a significant differ-

ence (p \ 0.05) between Case C and Case D, namely

finger input and book input with the same EII. As shown

in Fig. 15, we recorded the average interaction time sum

for each case. The interaction time sum of Case D, that is,

page input with EII, took markedly longer than other

cases.

6.2.2 T1 interaction time and T2 interaction time

To know whether the layout will influence the interaction

time and whether Fitts’s law will influence the wearable

interfaces, we used the ANOVA test. From this test, we

found that there were no statistically significant differences

(p [ 0.05) between tasks T1 and T2 in Cases A, C and D.

However, we found a statistically significant difference

between tasks T1 and T2 in Case C (p \ 0.05). The

interaction time of task T2 is longer in three cases than that

of task T1 as shown in Fig. 16.

6.2.3 Access time

Figure 17 shows the average time of the access time in

each case. The access time in Cases A, B and C was almost

Fig. 14 The flow chart of the

evaluation process

Fig. 15 The mean interaction time for each case Fig. 16 The mean interaction time of task T1 and T2 for each case
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the same, with less than 8 s to access. Conversely, the

access time in Case D was nearly twice as long as the other

cases.

6.2.4 Interaction errors

Through observation and questionnaires, we found that the

reasons of the errors are mainly due to user locomotion,

misunderstandings of tasks, and attempts to do more than

the tasks. These three errors were counted, respectively.

Among these, the locomotion error is the interaction error.

We counted the number of locomotion errors for each case

of 12 participants. The number of interaction errors with

EDI is less than with EII, and less with finger input than

with page input as shown in Fig. 18.

6.2.5 User satisfaction on four cases

To obtain subjective opinions technically, we asked par-

ticipants to respond to the Likert questionnaire items con-

cerning easiness of learning for three input techniques with

two interfaces. We had five levels (1—Strongly disagree,

2—Disagree, 3—Neither agree nor disagree, 4—Agree,

5—Strongly agree) to describe easiness of learning and

utilization. Table 2 gives the average scores of four cases

for the toy application and the true application. The scores

showed that all participants thought it was not hard to learn

and perform (the mean scores are all above 3).

6.2.6 User comments on four cases

Besides these scores, we also recorded users’ comments.

For Case A, i.e., the finger input with the EDI, four par-

ticipants tired of lifting their arms after operating for a

while, which led them to interact unsteadily with their

fingers. Two participants said that the fixed position was

efficient and convenient for the interaction. Furthermore,

two participants commented on a physical chain reaction

effect: When moving their arms and fingers, this resulted in

a tiny movement of the camera fixed on their head. For

Case B, one person said that the frame of the mask made it

easy to choose and select items, while another user could

not work properly with the frame’s marker angle. Two

people said their arm got tired. For Case C, more than half

of the participants commented on the long time required for

lifting their arms and unsteady fingers. They thought it was

not easy to hold the interface steadily in their hands. Two

participants experienced the chain reaction effect. For Case

D, four participants found that the search for the right page

to interact felt less easy when there were more pages in the

booklet, and that returning to the index each time was not

convenient. Only one participant mentioned feeling the

chain reaction. One user preferred the marker interaction

for a faster and more sensitive interactive experience. For

the devices, six participants felt the screen was small to

read, provoking a feeling of tiredness.

7 Discussion

The results of our exploring whether the three input tech-

niques are easy to learn or not, is that that the finger, the

mask and the page input techniques are all easy to learn.

The average scores for easiness of learning and utilization

with the three input techniques are all more than 3. How-

ever, not all learning has raised user satisfaction; after

learning, the scores of true tasks in Cases A, B, and D are

higher than toy learning scores. Besides, easiness of

Fig. 17 The mean access time for each case Fig. 18 The locomotion errors for each case

Table 2 Mean score of user satisfaction with the toy application and

the true application in the four cases

Cases Toy application True application

Case A 4 4.1

Case B 4.4 4.4

Case C 4 3.5

Case D 3.5 3.5
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learning varies slightly in the four cases. Out of these cases,

interaction in Case B has the best score, which indicates it

was the easiest and most convenient for learning compared

with the others. From users’ comments, we found that with

EDI, more people reported a tired arm in Case A than in

Case B. We thought that the mask stick played the role of

an extended arm, leaving the arm in a more relaxed state,

and reducing the effect of tiredness.

Furthermore, the answer to the second question stated

above is that the sequence of performance from best to

worst of the four cases is Case B, Case A, Case C, and

Case D. Case B has the best overall performance, with

the shortest interaction time, the shortest access time, no

locomotion error, and the best satisfaction. Compared

with Case A, B has fewer participants reporting a tired

arm because the band with mask is more comfortable

than lifting their hands. Case A performs better than Case

C; they have virtually the same interaction time and

access time except that A has a better score of satis-

faction and fewer participants reporting a tired arm due

to the fixed and stable interface. In turn, Case C performs

better than Case D due to its shorter interaction time,

shorter access time, fewer interaction errors, and better

satisfaction score. Case D is most influenced by overall

locomotion errors. From the users’ comments, we found

that the more pages there are, the harder the selection

action is, even for the interaction time of tasks T1 and

T2. The fact of searching for pages via a return to the

index means that the input technique in Case D leads

users to an unsteady interaction state. In a word, EDI

performs better than EII, and the performance of input

techniques from best to worst is mask, finger, and page.

The best performance is awarded to the mask input

technique with EDI.

This study also showed us the influence of Fitts’s law

on innovative wearable interfaces, which could answer

our third question. From the ANOVA test, we found that

the variable layout has no statistical significant influence

on the interaction time of Cases A, B, and D. For Case

D, the interface does not have the traditional layout, and

it is thus obvious that Fitts’s law does not work on the

interface in this case. In Cases A and B, the interaction

time of T1 is shorter than that of T2 because pointing in

T2 involves a longer distance than in T1. In Fig. 19, we

can see that the blue points are related to task T1, while

the red points are related to T2. The hand is usually

located in the horizontal middle of the interface: It is

quicker to reach the blue points than the red points (the

transparent red dot cycle and the bottom-right red point

illustrate the same distance as blue points). Besides, the

variable layout has a statistical significant influence on

the interaction time of Case C. Compared with EDI in

Cases A and B, the locomotion amplifies the effect of

Fitts’s law with EII in Case C.

Finally, to reduce the locomotion errors and augment

user experience in the wearable system with EDI and EII,

we propose two solutions.

The first consists in increasing paper hardness and

decreasing paper size. Users hold the paper with different

degrees of strength that can result in its bending, thus

reducing webcam recognition and leading to the same

interaction problem as the locomotion errors. Paper hard-

ness can compensate for this effect: We can choose card-

board as the paper interactive surface of the EII. Moreover,

if we reduce paper size, the possibility of carelessly leaving

part of the paper out of the webcam range will increase.

The physical paper interface has a low multiplexed ability:

The selected items are physical and cannot be changed

dynamically. If we reduce the space and size of the paper,

the number of interactive items in the paper-based interface

also decreases.

To provide more interactive items and retain the link

between information and physical indications, we pro-

pose another solution, namely the physical and digital

mixed interface, which has been described in the con-

tinuum for EDI and EII in Sect. 4.2. With the aim of

providing more information for the mixed interface and

to add interactive items, we remove the configuration of

the small-size display attached with goggle, and adopt

the pico-projector as the output device. The projection

display can be an alternative method for providing a

larger visual presentation without any external device

support. In this way, the mixed interface (see Fig. 20b)

offers more dynamic interactive choices compared with

the paper-based interface (see Fig. 20a). Since we also

found that raising hands at eye level became tiring after

a certain time and that the chain reaction reduced

interaction efficiency, we propose changing the position

of the webcam from the forehead to the chest to lower

hand raising and ensure stability. We will fix the web-

cam and pico-projector together on the light cardboard

support and choose the chest as the worn point for the

mixed interface.Fig. 19 The layout of RTMA
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8 Conclusion and outlook

In this paper, we described our approach for exploring

innovative user interfaces (IEI, EDI and environment inde-

pendent interface), enabling the user to access in-environ-

ment information and environment independent information

freely. We also explained the concepts of EDI and EII

(environment independent interface), and our taxonomy of

mobile user interfaces for EDI and EII. To realize EDI and

EII, we proposed, designed, and implemented the Mobile-

PaperAccess system, which is a wearable camera-glasses

system, including the configuration: a webcam, a small

screen attached to a goggle, and a laptop as the calculating

device. Through this system, users can interact with the

paper-based interface using finger, mask, and page input

techniques. We organized an evaluation, and compared two

interfaces (EDI and EII) and three input techniques (finger

input, mask input, and page input). The quantitative and

qualitative results showed the easiness of learning when

interacting with EDI and EII, the performance of the three

input techniques with two interfaces, and the influence of

layout on interaction time with wearable interfaces.

For future work, we plan to investigate the physical and

digital mixed interface with the camera-projector device

unit containing the webcam, pico-projector, and a tablet, to

perform the concepts of EDI and EII. Furthermore, more

advanced input techniques of hand gestures such as the

pinch gesture will be studied.
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