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ABSTRACT

Mastering vocabulary is a daunting task for second language learn-
ers. Desktop Virtual Reality (VR) can inspire and engage learners
with interact-to-learn activities to facilitate memorizing vocabulary.
This paper proposes a desktop VR application for color vocabulary
learning called Peinture. Peinture consists of a lecturing video and
an interactive coloring virtual space. The talking teacher in the lec-
turing video is generated automatically through text-to-speech and
lip synthesis approaches. Learners can paint and interact in a theme
when or after lecture learning. A preliminary user study based on
performance, self-report and eye tracking data analysis shows that
interact-to-learn activities provided by Peinture were beneficial for
second language learning. However, there is still considerable room
to upgrade such educational VR.

Keywords: Educational VR, Second Language Learning, Interact-
to-Learn, Eye Tracking.

Index Terms: Human-centered computing—Virtual Reality

1 INTRODUCTION

Mastering vocabulary is a daunting task for second language learn-
ers. They spend considerable time understanding and memorizing
English words. Evidence from embodied cognition research [6] on
language processing suggests that the learner’s bodily sensations and
actions can enhance comprehension. With rich operations and con-
text, desktop Virtual Reality (VR) may offer learners an embodied
learning experience to facilitate memorizing vocabulary. Desktop
VR is a type of VR that provides less immersion [9, 12] but can be
used on a large scale for education. In desktop VR, users interact
with 3D virtual scenes and objects via mouse or keyboard as common
input [7]. A recent meta-analysis examined the effect of desktop VR
applications and reported a positive learning effect. Some empirical
studies also proved that well-designed non-immersive desktop VRs
could be highly conducive to learning and training [4, 7].

This paper proposes a desktop VR application for color vocabu-
lary learning called Peinture. The purpose of Peinture is to inspire
and engage learners with interact-to-learn activities to build their
vocabulary of color. Peinture consists of a lecturing video and an
interactive coloring virtual space. The talking teacher in the lectur-
ing video is generated automatically through text-to-speech and lip
synthesis approaches. Learners can paint and interact in a theme
when or after lecture learning. A preliminary user study based on
performance, self-reports, and eye tracking data analysis showed
that learners succeed in their English Language task performance
and gain a good learning experience via interact-to-learn activities
with Peinture.
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2 PEINTURE AND INTERACT-TO-LEARN ACTIVITIES

We propose a desktop VR application for vocabulary learning called
Peinture. The purpose of Peinture is to inspire and engage second
language learners with interact-to-learn activities to build their vo-
cabulary of colors. We create Peinture with Unity. Most of the 3D
models in Peinture were found in the Unity Asset store. Peinture
consists of a lecturing video on the left and an interactive 3D space
for painting on the right (see Fig. 1). The size of the lecturing area
is 768*1080, and the interactive area is 1152*1080.

The lecturing video consists of visual materials on the left and a
talking teacher on the right. This talking instructor explained each
English word and illustrated its origins, usage, and examples. Visual
materials offer the key points and illustrations of the color. The video
of the instructor is not prerecorded but generated automatically by
an engine proposed in [11], based on text-to-speech and lip synthesis
approaches. This engine generates videos by importing merely an
image or a clip of a human and a text. The learner can control the
play of the video through the UI.

In the interactive area, learners can paint the objects when or after
lecture watching. Pressing the buttons of the color activate color
selecting and word pronouncing. When learners press the keys of
W, S, A, D or ↑, ↓, ←, → on the keyboard, they can move to four
directions: front, back, left, and right in the scene, from a first-person
perspective. Additionally, they can use the mouse to paint and right
drag-n-drop to rotate the object.

3 USER STUDY

This user study evaluated the role of a desktop VR application
called Peinture in improving learning outcomes and experience.
We adopted the cognitive load theory [10], embodied cognition
theory [6] and split-attention effect [1] to inform the hypotheses
about interact-to-learn with a desktop VR. Overall, we assume that
VR interaction causes a higher cognitive load but leads to more
learning.

• H1 Participants in the Peinture condition will gain a higher
knowledge comprehension compared to the non-VR condition.

• H2 Participants in the Peinture condition will report a higher
cognitive load compared to the non-VR condition.

• H3 Participants in the Peinture condition will split attention in
learning under the Peinture condition.

3.1 Participants and Experimental Conditions
We recruited 6 Chinese graduate students (6 females) in this user
study, and English is their second language. Their ages ranged from
22 to 23 years old (average = 22.50, SD = 0.55). Since tasks and
tests involved colors, all participants completed a color vision test
before the experiment. All participants saw colors in a normal way.

This study employed a within-group design. All participants took
part in two conditions: Peinture and non-VR video conditions. In the
Peinture condition, each participant was asked to learn five English
words about color by watching a video lecture and painting objects in
a scene in line with the theme of the words in desktop VR. In the non-
VR video condition, each participant was asked to learn another five
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Figure 1: The interface of Peinture, with a lecturing area for obtaining knowledge (left) and a painting area for interacting and practicing (right).

color words different from the Peinture condition by only watching
a video lecture. An AI-generated talking instructor taught the words
in each video, explained the meaning, and illustrated some examples.
The order of the two conditions was counterbalanced with a 2*2
Latin square.

3.2 Measures
To compare two conditions, we used the measures of learning out-
come, cognitive load, and attention. We also collected the eye
tracking data of Peinture to study how participants assign their vi-
sual attention. Finally, we evaluated Peinture through self-report
rating using seven-level Likert scales.

To measure learning outcomes, we developed three tests for two
conditions. Participants were required to determine the color bar
for each color name (the word) in test one. In test two, learners
needed to select which color appears in the given image. In test
three, participants should choose the appropriate object that the
given color can paint from four choices. For each test, 1 point
would be added for the correct answer; otherwise, 0 point would
be given. Thus, the total scores of the learn performance tests were
15. Concerning cognitive load, we collected intrinsic and extraneous
cognitive load [2]. We also asked participants to report the attention
levels of their learning.

To analyze how participants allocated visual attention to interac-
tive and video lecture areas, we used a Tobii Nano eye tracker with a
sampling rate of 60 Hz. Before starting learning with Peinture, each
participant performed a gaze calibration task by Tobii. We collected
real-time gaze data (i.e., fixations and saccades) during the learning
experience of using Peinture. The measures include total fixation
duration, total fixation count, saccade duration, and saccade count.
These measures were collected for two AOIs (Area of Interests): the
interactive and lecturing areas. The definitions of measures are as
follows [5]:

• Total fixation duration refers to the total time spent on fixa-
tions.

• Total fixation count refers to the total number of fixations
counted in an AOI.

• Saccade duration refers to the sum of saccadic time spent
within an AOI.

• Saccade count refers to the total number of saccades counted
within an AOI.

To evaluate the system and interaction of Peinture, we asked
participants to rate the perceived usefulness, perceived ease of use,
satisfaction, user experience, and learning experience of the Peinture.

Figure 2: Learning performance.

3.3 Procedure

To ensure that participants did not know the words of color vocab-
ulary in two conditions, we asked them to identify whether they
mastered the words to be learned before the experiment. Once they
had no prior knowledge of words, they could participate in the ex-
periment. Participants first signed the informed consent form and
filled out the questionnaire of basic information. Then they learned
with Peinture or non-VR video in a counterbalanced order. The
eye movements were collected in real-time. Participants answered
the tests and filled out the tests and scales under each condition,
respectively.
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4 RESULTS

Since the sample size in this preliminary work is not big, we present
the results using descriptive statistics. As shown in Fig. 2, the overall
performance of tests under Peinture condition (M = 11.33, SD =
1.82) was slightly higher than that of the non-VR condition (M =
11.16, SD = 3.37).

Figure 3: Cognitive workload.

Participants reported a higher intrinsic, extraneous, and overall
cognitive load under the desktop VR condition compared with the
non-VR condition (see Fig. 3). The medians of cognitive load levels
under the desktop VR condition were all above 4.

As shown in Fig. 4, compared with the VR condition (Median =
4), participants were more able to concentrate when studying under
the non-VR condition (Median = 4.5).

Figure 4: Attention.

Table 1 shows the results of eye tracking measures. Participants
fixated longer and fixated more time in the interactive area compared
with the video area. They also revisited the interactive area more.
These results illustrate that participants spent more time interacting
than watching the lecturing video to learn.

Participants were asked to rate perceived usability, ease of use,
satisfaction, user experience, self-report of the learning experience
of Peinture. As shown in Fig. 5, Peinture received all median above
4. Participants thought it interesting when interacting to learn.

5 DISCUSSION

From the user study, we found that the performance, cognitive load
and attention, and eye tracking results were in line with our hy-

pothesis. First, participants gained slightly higher scores on the
knowledge tests after interacting and learning with the desktop VR.
Based on the current findings, we conclude that learning with the
interaction in desktop VR might improve the performance of second
language learning. This can be explained by embodied cognition
theory that interaction enhances understanding while participants
are involved in the interact-to-learn activities in Peinture. However,
more data are required to collect to verify. Second, participants
experienced a higher intrinsic, extraneous, and overall cognitive load
under the desktop VR condition compared with the video condition.
This is in line with the previous findings in VR for educational pur-
poses [8], which indicated that such learning environments resulted
in increased cognitive load. More interaction requires participants
to use more cognitive resources to process information. Third, the
self-report results of attention showed that participants split their
attention under the Peinture condition. This finding was in line with
the results of eye tracking data that indicated that participants put
more attention into interactive learning than video watching. For
the non-VR video condition, participants only needed to focus on
the video, absorbing information through visual and auditory chan-
nels. However, when participants interacted to learn, they activated
visual, auditory, and motor channels, leading to decreased control of
attention.

We also found that learners fixated longer, fixated more time, and
revisited more concerning the interactive area. When learners pro-
cess one piece of information, they will look at it until they integrate
knowledge into their cognitive structure or solve the problem. Thus,
Longer fixation time indicates deeper processing, as well as higher
fixation count and revisits indicate attention to the AOIs [5]. Thus,
participants allocated their attention to the interaction while learning.
Besides, participants rated Peinture with a high score from the per-
spective of perceived usefulness, perceived ease of use, satisfaction,
user experience, and learning experience. The results showed that
participants found Peinture interesting and liked this desktop appli-
cation. Additionally, they thought that the interactive environment
that Peinture offered could enhance understanding and memorizing
English words.

Figure 5: The boxplot of perceived usability, ease of use, satisfaction,
user experience, self-report of learning experience of Peinture.

Table 1: Results of eye tracking measures.

Metrics Interactive area Video area

M SD M SD

Total fixation duration 103.49 21.25 64.47 38.55

Total fixation count 293.17 104.54 233.50 138.93

Saccade duration 126.43 29.48 81.14 51.20

Saccade count 32.00 7.40 30.33 6.53

6 CONCLUSION, LIMITATIONS, AND FUTURE WORK

In this study, we propose Peinture, a desktop VR providing interact-
to-learn activities for second language learning. Despite the small
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sample size in this work-in-progress, we still benefited from obtain-
ing empirical information. The user study’s performance, usability,
and user experience suggested that interact-to-learn activities pro-
vided by Peinture were beneficial for second language learning.
However, cognitive load, attention, and eye tracking showed that
providing interaction and instruction simultaneously may split atten-
tion and lead to overloading the learner’s visual, auditory, and motor
channels.

However, this is a work-in-progress, and we still have a long way
to go. We will continue to move along this line and conduct an ex-
tensive study with a significant sample size in our future work. First,
previous studies [3] offered more evidence on the presentation of
written text and graphics, or text and animation, in multimedia learn-
ing. However, investigation and evidence on presenting interaction
and instruction in a VR learning environment are still lacking. We
will focus on how to present interaction and instruction spatially and
temporally in educational VR environment. Integrating interaction
and instruction may be a solution. Second, based on a short inter-
view of participants, we found that the learning would be impacted
not only by the design of Peinture but also by learners’ multitasking
attitudes and abilities. This interact-to-learn application is beneficial
for learning when the learner is good at multitasking; otherwise, it
would confuse single-tasker and then detriment learning. Thus, we
will investigate how such desktop VR support learning considering
learning style.
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