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Abstract

Eye tracking technology can reflect human attention and cognition, widely used as a research tool. To analyze eye movement data,
users need to determine a specific area known as areas of interests (AOIs). Although existing tools offer dynamic AOIs functions to
process visual behavior on moving stimuli, they may ask users to use markers to specify contours of moving stimuli in the physical
environment or define AOIs manually on screen. This paper proposes a toolbox named Eyebox to 1) recognize dynamic AOIs
automatically based on SIFT and extract eye movement indicators, as well as 2) draw fixations. We also design a user-friendly
interface for this toolbox. Eyebox currently supports processing data recorded from the Pupil Core device. We compared results
processed by manual with by Eyebox in a custom eye-tracking dataset to evaluate this toolbox. The accuracy of 3/4 data for AOI1
is above 90%, and the accuracy of 4/5 data for AOI2 is higher than 90%. Finally, we conducted a user study to test the usability
and user experience of EyeBox.
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1. Introduction

In recent decades, eye tracking has been widely used as a research tool [1, 11] in many areas, such as business [9],
education [21], medicine [3], and human-computer interaction [18]. By tracking the user’s gaze and analyzing eye
movement and pupil size, users can study cognitive states, like attention patterns and learning preferences [3, 4]. The
eye trackers currently in use can be categorized into two types: remote eye trackers and head-mounted eye trackers [7].
Remote eye trackers, such as EyeLink 1000 and Tobii Pro Fusion, require users to sit in front of the monitor and
interact with screen-based content. The advantage is that the temporal and spatial resolutions are both high, but the
disadvantage is that the subject’s movement is limited. It is generally used for researches based on a laboratory
environment. Head-mounted eye trackers are also called glasses-type eye trackers, such as DG3, Pupil Core, and
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Tobii Pro Glasses. These eye trackers have good flexibility and no physical restrictions. It is usually equipped with a
pupil camera to photograph one or two eyes. There is also a scene camera used to photograph the world in front of the
user and record the environment [12]. Glasses-type eye trackers are designed for real-life eye movement research.

To analyze eye movement data, users need to determine a specific area known as areas of interests (AOIs) in
eye tracking experiments [13]. Although existing tools offer dynamic AOIs functions to process visual behavior on
moving stimuli, they may ask users to use markers to specify contours of moving stimuli in the physical environment
or define AOIs manually on screen. For eye tracking provided by glasses devices, AOIs usually change position or
even disappear entirely due to the wearer’s movement, which brings difficulties for defining AOIs. In many previous
studies, users have drawn boundaries of AOIs frame by frame manually [10], bringing a considerable workload. Some
software help users draw AOIs, but most are not open-sourced. Current open-source tools employ markers to track
dynamic AOIs in the environment [14]. This method may cause one issue: the markers split the user’s attention.

In this work, we propose EyeBox, an open-source toolbox used to process eye gaze data collected by Pupil Core
headset. Pupil Core is an eye tracking platform with an open-source software suite and a wearable headset. It has been
involved in many research work [18] [17] [14]. Without using markers, it can recognize dynamic AOIs automatically
based on SIFT and extract eye movement indicators, including total fixations duration, mean fixations duration, first
fixations duration, max fixations duration, min fixations duration, total fixations count, leap count between AOIs, and
fixations duration before leap. Besides, it can visualize the original eye tracking data on videos. We also design a
user-friendly interface to make this toolbox easy to use. Current Eyebox supports processing data recorded from the
Pupil Core device. The generated video is stored in .mp4 format, and the extracted eye movement indicators are stored
in .csv format. We compared results processed by manual with by Eyebox in a custom eye-tracking dataset to evaluate
this toolbox. The accuracy of 3/4 data for AOII is above 90%, and the accuracy of 4/5 data for AOI2 is higher than
90%. Finally, we conducted a user study to test the usability and user experience of EyeBox.

2. Related Work

For processing AOIs, the suppliers provide software and libraries. For example, Tobbi provides Tobbi Pro Lab™ to
analyze eye gaze data [8], used for experimental design and analysis. It supports visualization, AOIs selection and in-
dicators extraction, including fixations, saccades, and blinks. Sensomotoric Instruments provides SMI BeGaze™ [20],
supporting semantic gaze mapping, heat map generation, fixation mapping, AOIs analysis, and extraction of key per-
formance indicators such as number of revisits to AOI. Additionally, it can extract and export several parameters
related to saccades, fixations, blinks, and pupil size. SR Research provides the Data Viewer™ [22] for EyeLink de-
vices. It allows the displaying, filtering, and reporting output of EyeLink I, EyeLink II, EyeLink 1000, and EyeLink
1000 Plus EDF data files. The EyeLink Data Viewer supports three trial-based viewing modes: the Spatial Overlay
View, the Temporal Graph View, and the Animation View. These tools can detect multiple AOIs and dynamic AOIs,
but they are not automatic, and not free to use. They overlay videos with polygons at various time points. Between
any two time points, dynamic AOIs are calculated by interpolating the size and positions of the polygons. How-
ever,Pupil [14], the data processing tool of the eye tracker Pupil Core, which is open-source and free to use. It consists
of two parts: Pupil Capture and Pupil Player. It also can extract the fixations, saccades, and blinks. A series of markers
are displayed around the screen at a certain distance and used for the detection of the AOIs. So the shape of the AOI
is single.

Among the open-sourced eye-tracking tools, PyTrack [8] can be used to extract parameters of interest, generate and
visualize a variety of gaze plots from raw eye-tracking data. But it cannot deal with multiple AOIs and dynamic AOls,
and lack of analysis GUL. Iris [6] can display a variety of gaze behaviors such as the current gaze point, duration, and
saccades. It can also allow adjustment of color, opacity, and other style elements to allow users to visualize their gaze.
The design carries out creative and detailed control. None of the above tools can realize the identification of multiple
AOIs and dynamic AOIs.

Some software can handle dynamic interest areas. ISeeCube [15], combines the Space-Time Cube (STC) with
a linked timeline visualization to support analysis of dynamic AOIs. It draws bounding boxes at keyframes in the
video to create new AOIs. AMAT [19], is used to process Tobii Pro Glasses 2 eye tracker data. It uses the AKAZE
point feature detection to detect viewpoint features in the video and match the predefined AOI. Dynamic Regions
Tracker [2], provides seven tracking algorithms for users to choose from. Researchers find that the MOTLD(Multi
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Fig. 1: The processing pipeline of EyeBox.

Object Tracking-Learning-Detection) algorithm works best. The disadvantage of these three tools is that they cannot
detect fixations, saccades, and blinks. We compare these eye tracking analysis software as shown in Table.]1.

Table 1: The comparison of eye gaze analysis software and tools.

Tobbi Pro Lab  SMI BeGaze  Data Viewer  Pupil PyTrack Iris ISeeCube @~ AMAT  Dynamic Region

Tracker
Free to use X X X v v v v v v
Blink parameters v v v v v v X X X
Fixation parameters v v v v v v X X X
Saccade parameters v v v v v v X X X
Different AOI shapes v v v X v X X v X
Multiple AOIs v v v X X X v v v
Dynamic AOIs v v v v X X v v v
Fixation plot v v v v v v v X X
Analysis GUI v v v v X v v X v

3. Design and Implementation

EyeBox! is developed under a 64-bit Windows 10 environment (Microsoft Corp., Redmond, WA, USA) using
Python3. As shown in Fig.1, the pipeline consists of four steps for eye movement data analysis, including data prepa-
ration, preprocessing, data analysis, and visualization.

Eyebox is open and accessible. Considering the different levels of users’ knowledge of Python programming, we
also design a friendly interface for Eyebox (see Fig.2). Users with limited programming experience can use this
end-to-end tool. Users with rich programming experience can modify open code to meet their requirements. This
section first illustrates the main functions and then offers instructions. Eyebox has two modules: fixation drawing
module and indicators extraction module (see Fig.2b and Fig.2c). The fixation drawing module uses a fixation data
file exported in Pupil Player and draws fixations on the originally recorded videos. The indicator extraction module
uses the image matching algorithm to recognize the target image in the video, find and draw AOIs, and compare the
fixation data file with AOIs to analyze whether each fixation falls into AOIs. This module extracts the eye movement
indicators, including total fixations duration, mean fixations duration, first fixations duration, max fixations duration,
min fixations duration, total fixations count, leap count between AOIs, and fixations duration before leap [5].

1 https://github.com/zling00/EyeBox/releases
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Fig. 2: The interface of Eyebox: (a) entrance interface; (b) visualization module; and (c) indicators extraction module.

3.1. Data Preprocessing

3.1.1. Generate Fixation File

First, download and install the Pupil Core software?, open Pupil Player, and import the previously recorded data file
of a single subject and drag it in. Next, configure the parameters. Set the Minimum data confidence under the General
Settings toolbar to 0.6, select Blink Detector, fixations Detector, Raw Data Exporter, World Video Exporter under
the Plugin Manager toolbar, and set Maximum Dispersion under the fixations Detector toolbar to 1.5. The Minimum
Duration is set to 50, and the Maximum Duration is set to 600. This is because a person’s gaze is usually between
50-600 milliseconds. Export the data after completing the fixations detection.

3.1.2. Record Frames of AOIs

The AOISs that users need to identify may not always appear in the video. Sometimes, users need to identify different
AOIs at different periods. Thus it is required to record the start and end timestamps of AOIs. The operations are as
follows. Create a new .csv (comma-separated) file, and record the number of the recognized interest areas in the first
column of the table (such as 1, 2, 3). The second column records the number of frames that AOIs starts. The third
column records the end frame number of AOIs.

3.1.3. Pictures of AOIs

EyeBox uses SIFT (Scale Invariant Feature Transform) feature detection algorithm and FLANN matching algo-
rithm. The SIFT algorithm is a scale-invariant feature conversion with image scale invariance and rotation invari-
ance [16]. The FLANN matching algorithm is a fast nearest neighbor search algorithm. This matching algorithm can
select the most suitable algorithm to process the data according to the data itself, which is ten times faster than other
search algorithms.

The operations are as follows. Open world.mp4 in the original recorded file, import pictures of AOIs, and save as in
.jpg format. For example, as shown in Fig.3, the left is one cropped screenshot of the video. The middle is the picture
of AOI1, and the right is the picture of AOI2.

3.2. Navigation Instruction

There are three interfaces in the program. The first interface (see Fig.2a) is the primary interface with two buttons.
Click the left button to go to the sub-interface for drawing fixations points (see Fig.2b). Click the right button to go to
the eye tracking indicator extraction sub-interface (see Fig.2c).

For the fixations drawing operation interface, click the ...” button on the right of Fixations and Video to upload the
fixations file exported in Pupil Player and the video to be processed. The result is automatically saved in .mp4 format.

2 https://docs.pupil-labs.com/core/
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Fig. 4: (a) Visualization of fixations;(b) The process of the indicator extraction;(c) The result of drawing AOIs.

For the indicator extraction interface, two controls are added to the data input part. Click the ”...” button on the
right of Match Pictures and Start_End Frames to upload the captured interest area picture folder and the file recording
the number of frames in the area that needs to be recognized.

3.3. Visualization

After uploading the file and clicking Run, the drawing process will be automatically presented on the screen (see
Fig.4a). The visualization result will be saved as a file in .mp4 format. For the visualization of the results of the
indicator extraction, a new interface (see Fig.4b) will pop up after the program runs, which will output the running
status of the program and the image matching results. In this interface, image matching results are output frame by
frame. When AOIs match well, the interface will display Current frame/All frames. When the image matching effect
is not good, the interface will display not enough matches are found. At the same time, a rectangular box will be
drawn on the AOI in the video(see Fig.4c), and the result will be saved as a .mp4 file. The extraction of indicators will
be saved as a .csv file.

4. Experiment and User Study

In this experiment, the target is to find two AOIs, AOIl and AOI2. First, we use the EyeBox to process the data
to obtain the number of fixations in the two AOIs. Then we process this data manually. Two people process the same
data. If the difference is less than or equal to 0.2, the average value processed by the two people is accepted. If it is
greater than 0.2, two other people will process it. A total of 20 pieces of data were processed in this study (see table.2).
The accuracy of 3/4 data in AOI1 is higher than 90%. The accuracy of 4/5 data in AOI2 is higher than 90%. But the
accuracy of the AOI2 for the 17th data is 0.46. The accuracy of the AOIl and AOI2 for the 18th data are 0.64 and
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0.18. Further analysis reveals that due to environmental light problems during the experiment, the recorded video is
too dark or exposed, which affects the image matching, resulting in low accuracy of some data.

Table 2: The comparison of processed results of eye tracking data by manual and by EyeBox.

Sample AOI EyeBox Manual Accuracy Sample AOI EyeBox Manual Accuracy

1 AOIl 933 910 0.97 11 AOIl 1923 1721 0.88
AOI2 3100 3213 0.96 AOI2 1545 1699 0.91
2 AOIl 1067 1060 0.99 12 AOIl 1596 1426 0.88
AOI2 2340 2587 0.90 AOI2 1967 2256 0.87
3 AOIl 1113 1095 0.98 13 AOIl 1903 2011 0.95
AOI2 2685 2761 0.97 AOI2 2253 2303 0.98
4 AOIl 1280 1150 0.89 14 AOIl 1889 2059 0.92
AOI2 1883 2173 0.87 AOI2 4601 4865 0.95
5 AOIl 1360 1340 0.99 15 AOIl 4352 4600 0.95
AOI2 2078 2133 0.97 AOI2 2604 2861 0.91
6 AOIl 1506 1525 0.98 16 AOIl 2340 2183 0.93
AOI2 1583 1618 0.98 AOI2 2818 3098 0.91
. AOIl 891 910 0.98 17 AOIl 1794 1932 0.93
AOI2 2086 2105 0.99 AOI2 27 58 0.46
3 AOI1 1087 1132 0.96 18 AOI1 583 428 0.64
AOI2 1294 1323 0.98 AOI2 171 946 0.18
9 AOIl 852 898 0.95 19 AOIl 2264 2171 0.96
AOI2 1906 1917 0.99 AOI2 2697 2870 0.94
10 AOIl 852 896 0.95 20 AOIl 2674 2369 0.87
AOI2 838 852 0.98 AOI2 1804 2058 0.88

Accuracy: EyeBox processing result/Manual processing result.

Additionally, we conducted a user study to evaluate the current interface of EyeBox. A total of 12 participants
(10 females and 2 males) were recruited, all of whom were students from University. Each participant was asked
to perform the task of processing the data, and finally filled out a questionnaire. The questionnaire contained four
dimensions: usefulness, ease of use, ease of learning, and satisfaction. A total of 23 questions were designed. Among
these, sixteen questions were used to obtain participants’ user experience on EyeBox. The rest were about participants’
basic information, understanding of eye tracking data processing, and an open question on participants’ suggestions.
Each question was set with five scoring levels (1-negative, 5-positive), so the maximum score was 80. The results
showed that the average score of the questionnaire was 63.83 (SD = 10.50). A small number of participants (30.8%, n
= 12) had experience in eye movement data processing, and they all processed eye movement data manually without
using any tools.

As shown in Fig.5. For the tool’s usefulness, we evaluated the value, practicality, and efficiency. The median score
of the three questions was above 4, indicating that EyeBox was effective. Regarding ease of use, results showed that
participants thought manually preparing the data (median = 3.5) was slightly complicated, and the interface (median =
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Fig. 5: Evaluation results. (a) usefulness; (b) ease of use.
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Fig. 6: Evaluation results. (a) ease of learning; (b) satisfaction.

1.5) was not attractive enough. But EyeBox response speed (median = 5) and interaction fluency (median = 5) scores
were higher. As shown in Fig.6, for the results of the ease of learning, the memory of various operations and functions
(median = 3.5) scores were slightly lower. Finally, the visual effect of the interface (median = 2.5) scores were low.
Some participants also made suggestions, hoping that the interface could be carefully designed to reduce the manual
processing part, consistent with the questionnaire results.

5. Conclusion

In this work, we introduce EyeBox for analyzing and visualizing the data of Pupil Core head-mounted eye trackers.
EyeBox could significantly reduce the time for data analysis. By comparing with the manual processing results,
we found EyeBox achieved high accuracy. Finally, we conducted a user experience test to evaluate the interface of
EyeBox. Results showed that EyeBox has good response speed and interaction fluency. However, some participants
hoped to simplify and optimize the interface. We will realize the automatic recognition of a certain area, reduce the
manual processing part, and redesign the interface in future work. The current version only processes the data from
Pupil Core. We plan to upgrade EyeBox to process the data obtained by different eye trackers.
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