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Abstract
The advancement of AI-generated content (AIGC) has made creating pedagogical 
agents (PAs) for multimedia learning increasingly realistic, simpler, and more ef-
ficient. However, little is known about the acceptance of AI-generated pedagogical 
agents (AIPAs) in picture book videos among young children aged 3–6. To address 
this, the present study examines the effects of AIPA appearance and voice on chil-
dren’s reading performance, using a 2 × 2 between-subjects design with varied com-
binations of real and AI-generated voices and appearances. Children learned from 
one of the following picture book videos: (1) a real teacher’s voice and appear-
ance, (2) a real teacher’s voice and AI-generated appearance, (3) an AI-synthesized 
voice with a real appearance, or (4) both AI-synthesized voice and appearance. 
The results revealed no significant difference in reading performance between the 
AI teacher and the real teacher. Eye-tracking data indicated that AIPA appearance 
and voice did not increase cognitive load, and children expressed a comparable 
preference for AIPAs and human teachers. These findings support the equivalence 
principle in children’s multimedia learning. While AIPAs may lack human micro-
expressions and intonation nuances, they hold promise as complementary tools in 
early education.

Keywords  AI-generated content (AIGC) · Pedagogical agents (PA) · Appearance · 
Voice · Picture book videos
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1  Introduction

Children aged 3 to 6 years undergo rapid language and cognitive development (Wein-
ert, 2022), and picture books are crucial in supporting this growth (Crawford et al., 
2024). Recent advancements in multimedia have transformed picture books from 
physical to digital formats. As digital natives, young children increasingly engage 
with electronic devices, and show a growing preference for digital picture books (Bus 
et al., 2020). Digital picture books and videos integrate visuals and text, supporting 
children’s comprehension in diverse ways (Mayer, 2009). Studies indicate that digi-
tal picture books improve reading skills and engage children more with visual and 
auditory elements (Korat et al., 2021; Masataka, 2014). For example, young readers 
spend 77.2% of their time on images, engaging nearly 3.79 times more with visuals 
than text (Liao et al., 2020), and five times more with visuals than print (Arslan-
Ari & Ari, 2021). Combining text, images, and sound supports story comprehension 
and vocabulary acquisition (Bus et al., 2019; Korat et al., 2021; Li & Bus, 2023). 
Dynamic images with music and sound improve comprehension, even outperforming 
paper books enhanced with storyline-supporting technology (Furenes et al., 2021).

Pedagogical Agents (PAs) are virtual characters in multimedia learning environ-
ments, providing cognitive and emotional support to facilitate learning (Veletsia-
nos & Russell, 2014). Studies show that PAs, combining text, speech, and images, 
improve learning (Castro-Alonso et al., 2021; Martha & Santoso, 2019). Animated 
pedagogical agents (APAs) have been found to reduce cognitive load, boost motiva-
tion, and make learning more enjoyable (Johnson et al., 2015). However, the impact 
of PAs on young children aged 3–6 years in preschool education remains unclear (Dai 
et al., 2022).

The rapid advancement of generative AI and AIGC has become increasingly inte-
grated into daily life and work (Pataranutaporn et al., 2021), impacting even young 
children’s activities. Platforms like YouTube and TikTok now include AIGC, like 
digital picture books and language learning videos for children (Netland et al., 2025; 
Xu et al., 2024). These videos use generated PAs with realistic facial expressions 
and behaviours to simulate human teachers. The social agency theory (Martha & 
Santoso, 2019) explains the effectiveness of PAs, as they create a sense of inter-
personal connection, boosting learner engagement, trust, and credibility (Kim et al., 
2022). The equivalence principle (Horovitz & Mayer, 2021) suggests virtual instruc-
tors can perform similar to humans, and research has shown that AIPAs can improve 
learner engagement, motivation, and performance (Pi et al., 2022), particularly when 
designed with a likable appearance. In language learning, they can improve reten-
tion and knowledge transfer (Deng et al., 2022). According to Piaget’s theory of the 
Preoperational Stage (Piaget, 1968), children aged 3–6 learn through symbolic play, 
imitation, and direct experiences, with increasing needs for social interaction and 
language development. Multimodal AI technologies can help meet these needs, such 
as helping children understand how to engage with interactive elements (Djonov et 
al., 2021). AI robots can support embodied learning in young children (Yang et al., 
2023). However, research on AI applications for children aged 3–6 and the interac-
tion of young children with AI tools remains limited (e.g., Dai et al., 2022; Lawson & 
Mayer, 2022). While AI tools like chatbots engage children, build trust (Xu, 2023), 
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and stimulate curiosity (Abdelghani et al., 2022), challenges include ensuring content 
is effective and age-appropriate. AI in early childhood education must address con-
cerns such as the uncanny valley effect (Mori et al., 2012) and ensure expert review 
to avoid negative impacts. Further research is essential to understand AIGC’s impact 
on young children’s development.

This study aims to investigate whether the synthesized voice and human-like 
appearances of AIPA in digital picture books enhance children’s reading. First, we 
examine the impact of synthesized versus human voices on reading performance. 
Second, we compare the effects of dynamic appearances of AI teachers with that 
of human teachers. The findings could influence education policy and technology 
development. For developers, understanding AIPAs’ impact can guide the design of 
adaptive and age-appropriate educational software, promoting innovative AI solu-
tions for early education.

2  Relevant research

2.1  The impact of digital picture books on young children’s reading

Reading is a complex cognitive process involving print decoding and language 
comprehension, as outlined in the Simple View of Reading (SVR) model (Hoover 
& Gough, 1990). This model divides reading ability into reading comprehension 
and retelling, with two levels of cognitive processing: decoding symbols (outside-
to-inside) and encoding language comprehension (inside-to-outside). According to 
multimodal cognitive learning theory (Mayer, 2003) and dual coding theory (Paivio, 
2007), digital picture books can enhance young children’s reading abilities. Digi-
tal picture books have been found to enhance young children’s story comprehen-
sion compared to traditional ones (Takacs et al., 2015). Scanned static picture books 
have been shown to improve print awareness and vocabulary acquisition (Fathi, 
2014). Interactive digital picture books further promote story comprehension and 
vocabulary expression (Takacs & Bus, 2016). Virtual reality picture books have also 
been demonstrated to improve reading comprehension (Danaei et al., 2020). Digi-
tal picture books are particularly beneficial for children from low socioeconomic 
backgrounds, those with special needs, or at risk (Shamir & Korat, 2015). However, 
digital books have been criticized for potentially reducing interaction between care-
givers and young children (Munzer et al., 2019) and causing distractions (Takacs et 
al., 2015). To facilitate language learning, the design of interactive features should 
be instructional. Digital picture books should complement rather than replace quality 
interaction between adults and children (Kelley & Kinney, 2017).

Taken together, digital picture books and picture book videos with voice and 
image features offer an immersive experience, thereby enhancing children’s interest 
and motivation to read. Our study is grounded on the context of picture book videos, 
given their importance in children’s reading.
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2.2  The effects of PA’s appearance on learning

PAs plays a crucial role in learning by providing effective instruction and fostering 
an active learning experience (Castro-Alonso et al., 2021; Dai et al., 2022; Mar-
tha & Santoso, 2019). Studies indicate that a PA’s appearance positively impacts on 
learners’ behaviour, attitude and motivation (Pataranutaporn et al., 2021). PAs can be 
human-like (Deng et al., 2022), anthropomorphic (Sikorski et al., 2019), or animated 
(Li et al., 2022). Adult learners tend to prefer human-like appearances (Sikorski et 
al., 2019). Kuang et al. (2021) found that human teachers provide a better learning 
experience than animated ones in instructional videos. Likable human teachers (Pi et 
al., 2022) can also lead to better outcomes. When the learning content is challeng-
ing, the instructor’s facial expressions significantly impact the learning (Wang et al., 
2019). Shiban et al. (2015) found that PAs’ appearances influence motivation and 
performance, subsequently shaping student interactions with PAs.

Children aged 3 to 6 experience rapid language and cognitive development 
(Weinert, 2022), with picture books playing a key role in fostering cognitive growth 
(Crawford et al., 2024). PAs, often designed as cartoon characters, are increasingly 
integrated into digital picture books as substitutes for human teachers. These agents 
engage children by redirecting their attention, providing guidance, and facilitating 
interaction (Jing et al., 2022; Xu et al., 2021a, b). Advances in AI have improved 
the realism and social interactivity of PAs, making them comparable instructors in 
effectiveness (e.g., Pi et al., 2022). However, the impact of PA appearance on young 
children’s learning remains unclear, limiting optimal design of digital picture books. 
Therefore, further investigation is required to determine whether PA appearance 
enhances reading and learning for children aged 3 to 6.

2.3  The effects of PAs’ voice on learning

The impact of voice on learning may be moderated by factors like naturalness and 
human-likeness of the voice (Seaborn et al., 2022). According to the voice effect, 
human voices are more effective than machine-synthesized voices in facilitating 
deep learning (Davis, 2018; Mayer, 2014; Mayer et al., 2003). The human voice also 
enhances the social cues of PAs, stimulating deep learning and improving near and 
far transfer performance. Learners in human-voice groups rate PAs more positively 
in social interactions (Atkinson et al., 2005; Mayer & DaPra, 2012).

Advances in AI text-to-speech technology has made PAs’ voices nearly compa-
rable to human voices. Chiou et al. (2020) found PAs’ voices as effective as human 
voices in learning, with high-quality voices improving trust. Enthusiastic voices, 
characterized as “friendly,” “energetic,” and “exciting,” improve social evaluations, 
knowledge transfer, and engagement compared to calm voices (Liew et al., 2020). 
They also boost recall performance, intrinsic motivation, and time estimation (Moè, 
2016).

Voice in digital picture books supports children by directing attention to pictures 
over text (Skibbe et al., 2018). Reich et al. (2019) found no significant differences 
in attention and emotional engagement between digital and human reading, though 
children prefer human readers. Story comprehension remains similar whether books 
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were read by adults or on tablets (Zipke, 2017). However, Krcmar and Cingel (2014) 
found adult-read paper books better support comprehension than digital ones. While 
digital picture books can aid emergent literacy, skeptical attitude persists about their 
integration into learning (Bai et al., 2022).

Thus, studies show mixed conclusions on the impact of voices in digital picture 
books on children’s reading. Empirical research is required to address this issue and 
evaluate the effectiveness of AIPA voices in enhancing picture book videos.

2.4  Using eye-tracking to understand cognitive load and attention in learning

A considerable number of studies have consistently used eye movement to analyze 
learning processes (Lai et al., 2013). Eye movement patterns are influenced by the 
cognitive resources required and the attention demands of the task (Holmqvist et 
al., 2011). Pupil diameter is used to measure cognitive load (Krejtz et al., 2018), 
which is defined as the average pupil diameter of the left and right pupil (Haro et al., 
2022). Research on young children’s reading highlights fixation duration as a visual 
attention indicator (Liao et al., 2020; Takacs & Bus, 2016), and pupil diameter as a 
cognitive load indicator (Ozeri-Rotstain et al., 2020). To evaluate children’s visual 
attention in the reading process, the Time-to-First-Fixation (TFF) was used, along 
with the Ratio of Total Fixation Duration (RTFD), reflecting the immediate impact of 
visual attention on reading (Liao et al., 2020).

2.5  The present study

This study aims to investigate the influence of the appearance and voice of AIPAs 
on children’s reading. Based on the equivalence principle, this study assumes that 
the voice and appearance of AIPAs have an equivalent impact on young children’s 
reading compared to a human teacher. The hypotheses are as follows: The AI-gen-
erated instructor’s appearance and voice will have the same impact on children’s 
performance, including reading comprehension and retelling, as the human teacher 
(Hypothesis 1). Additionally, the AI-generated instructor’s appearance and voice will 
not increase children’s cognitive load (Hypothesis 2), and their effect on children’s 
attention will be equivalent (Hypothesis 3). It is expected that children will prefer the 
appearance and voice of the human teacher over the AI-generated instructor (Hypoth-
esis 4), and the interaction effect in both voice and appearance will be equivalent 
(Hypothesis 5).

The research questions are as follows:

RQ1	 What is the impact of the AI-generated instructor’s appearance and voice on 
children’s learning performance? (H1)

RQ2	 What is the impact of the AI-generated instructor’s appearance and voice on 
children’s cognitive load? (H2)

RQ3	 What is the impact of the AI-generated instructor’s appearance and voice on 
children’s attention? (H3)

RQ4	 What appearances and voices of PAs do the children prefer? (H4)
RQ5	 Do appearance and voice interact in their impact on learning? (H5)
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3  Method

3.1  Participants

The experiment included 80 senior kindergarten children (43 girls, 53.7%; 37 boys, 
46.3%), aged 5.5 to 6.5 years (M = 5.84, SD = 0.30), with one child declining participa-
tion. All participants were not with vision or hearing issues reported by parents. Ethi-
cal approval was obtained from our institution, and informed consent was provided 
by parents. Kindergarten teachers confirmed normal development of all participants. 
Using G*power3.1 (Faul et al., 2009), a required sample size of 73 was calculated for 
this 2 × 2 between-subjects design (effect size f > 4, power = 0.8, alpha = 0.05) (Peng & 
Wang, 2022). The final sample size of 80 met this requirement.

3.2  Design

We adopted the Wav2Lip model, incorporating Text-to-Speech (TTS) technology, 
to generate lip-syncing videos that seamlessly convert text into human voices. As 
shown in Fig. 1, automated virtual teacher generation is divided into two steps, the 
first step involves converting text to speech, and the second utilizes lip synthesis 
technology to create the video (Xu et al., 2021a, b). In this study, the virtual teachers 
were generated using the same photo of the human teacher.

As shown in Table 1, all participants were randomly assigned to one of the follow-
ing four conditions:

(1)	 Human teacher with human voice (HT): A recorded video of the teacher reading 
the picture book;

(2)	 Virtual teacher with AI voice (VTA): Generated appearance based on the human 
teacher’s photo, and the synthesized voice;

Fig. 1  The work flow of virtual teacher generation
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(3)	 Human appearance with AI voice (HTA): A recorded video of the teacher with 
the synthesized voice;

(4)	 Virtual teacher with human voice (VTH): Generated appearance based on the 
human teacher’s photo, with the human voice.

3.3  Learning materials

First, four kindergarten teachers screened 10 picture books suitable for 5-6-year-old 
children to ensure the appropriateness of the learning materials. Then, a familiarity 
assessment followed, where children indicated prior exposure by raising hands. As 
shown in Table 2, 0% familiarity indicates no prior exposure. Finally, A Crooked Tree 
(Lasa, 2022) was chosen as the experimental picture book, with all children confirm-
ing they had not read it.

3.4  Measures

3.4.1  Pretest

All participants took the Peabody Picture Vocabulary Test Revised (PPVT-R) (Dunn 
& Dunn, 1981) before the experiment. This norm-referenced test, consisting of 125 
items, measures children’s receptive language skills. For each item, children select 
the correct picture corresponding to a spoken word (e.g., “which one is a bus?”). Cor-
rect answers score 1 point, and incorrect answers score 0. The test stops after eight 

Picture book title Familiarity Rank
A Crooked Tree 0% 1
Maybe look 4% 2
I’m a rainbow fish 9% 3
Madeline Finn and the Library Dog 9% 4
The kiss that missed 11% 5
When a dragon lives in a sandcastle 11% 6
Nibbles the Book Monster 16% 7
I don’t know who I am 17% 8
The giving tree 23% 9
The Kissing Hand 31% 10

Table 2  Ranking of children’s 
familiarity with picture books
 

Condition Appearance Voice
Group 1: Human teacher with human 
voice (HT)

Real teacher Real 
human 
voice

Group 2: Virtual teacher with AI 
voice (VTA)

AI-generated 
teacher

AI 
voice

Group 3: Human teacher with AI 
voice (HTA)

Real teacher AI 
voice

Group 4: Virtual teacher with human 
voice (VTH)

AI-generated 
teacher

Real 
human 
voice

Table 1  The differences in 
the teacher’s appearance and 
voice across each experimental 
condition
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consecutive errors. The PPVT-R showed high reliability for 3-6-year-olds, with a 
Cronbach’s coefficient alpha of 0.94 calculated in this study.

3.4.2  Learning performance

The questionnaire to measure children’s story comprehension consisted 14 items. It 
was divided into (1) the recall of story (e.g., characters, causes) and (2) the prediction 
(guessing what happens next in the story). Nine items tested recall and five items 
tested prediction. For each item, children chose between two options (Strouse et al., 
2022) (e.g., “Who saved the tree in the story?”), with one point for a correct answer 
and zero for an incorrect one. The total score was the sum of correct responses, with 
a maximum of 14 points. Reliability analysis using the Spearman-Brown formula 
(Eisinga et al., 2013) showed moderate internal consistency rkk = 0.45 (LeBreton & 
Senter, 2008).

Ten items were adopted to assess young children’s macro-narrative ability using 
the Story Grammar (SG) model, based on the Edmonton Narrative Specification 
Tool. These items covered context, initiating event, internal response, plan, attempt, 
outcome, and response, collecting language information from children aged 4 to 
9 through story retelling (Schneider et al., 2005). Core elements (initiating event, 
attempt and outcome) were scored 0–2 points; others were scored 0–1. Children 
retold the story, and two evaluators assessed their retelling video. Disagreements 
were resolved by a third evaluator. The evaluators’ internal consistency was high, 
with a Pearson correlation coefficient r = 0.69 and Cronbach’s α = 0.81.

3.4.3  Correlations between reading comprehension, retelling and PPVT

Table  3 shows a significant positive correlation between reading comprehension, 
PPVT and story retelling, suggesting that both reading comprehension and story 
retelling effectively measured children’s receptive language skills. While PPVT cor-
related with reading comprehension, no significant correlation was found between 
story retelling and PPVT, indicating that story retelling reflects expressive language 
skills in reading.

Table 3  Correlations among the tests
Reading 
Comprehension

RCR RCP Story 
Retelling

PPVT M SD

Reading 
Comprehension

1 0.887** 0.757** 0.286* 0.522** 10.16 1.831

RCR (Recall) 1 0.369** 0.290** 0.430** 6.84 1.287
RCP (Prediction) 1 0.165 0.442** 3.33 0.911
Story Retelling 1 0.157 5.91 3.101
PPVT 1 85.64 18.268
Note Pearson correlation coefficients and significance levels reported
p < 0.05 denoted as *, p < 0.01 denoted as **
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3.4.4  Eye movement analysis tools and indicators

The study employed the Tobii Nano, a screen-based eye tracker that captures gaze 
data at 60 Hz, paired with a Lenovo computer monitor. The recording monitor was 
a Lenovo T2224rF 21.5-inch (31.26×51.29 cm) widescreen LCD with a resolution 
ratio of 1920×1080, and the distance from the children to the screen was maintained 
at 70–80 cm. Cognitive load was measured using pupil diameter, calculated as the 
average diameter of the left and right pupils, with larger diameters indicating higher 
load. Attention was measured by two indicators: Time-to-First-Fixation (TFF) and 
the Ratio of Total Fixation Duration (RTFD). TFF measures the time it takes for 
children to fixate on either the picture book area or the PA area, with shorter TFF 
indicating greater attractiveness. RTFD measures the proportion of time spent fixat-
ing on either the PA or picture book area, with higher RTFD indicating more attention 
allocation.

3.4.5  Children’s preference

We asked the children to express their preference by giving the number of stars after 
watching the video, which was on a five-level scale.

3.5  Procedure

Data collection was conducted in a kindergarten and consisted of two phases (see 
Fig. 2). In the first phase, a baseline test of the PPVT was administered individually in 
a quiet classroom. The second phase involved an eye-tracking experiment where the 
children watched the picture book video one by one in a quiet classroom. Afterwards, 
the children immediately answered questions orally about their preference and read-
ing comprehension of the picture book, and then retold the story in another class-
room. The entire process was video-recorded and lasted for approximately 30 min.

3.6  Data-analysis

First, we examined whether there were individual differences across the four experi-
mental groups by conducting a one-way ANOVA to compare the means of children’s 
learning performance since the data were normally distributed. We employed η² to 
measure the effect sizes in ANOVAs (Small effect = 0.01; medium effect = 0.06; large 
effect = 0.14). Then, a UNIANOVA analysis was employed to investigate the main 
effects and interaction effects related to learning performance, cognitive load, and 
attention during the experimental process. In the study, p-values less than 0.05 were 
considered statistically significant.

Fig. 2  The procedure of date collection
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4  Results

The descriptive statistics for the dependent variables are presented in Table 4. The 
results indicated that participants exhibited a medium level of receptive language 
ability, with no significant differences observed across the four experimental groups. 
Upon comparing the reading performance, picture book preference, and eye move-
ment characteristics of the children, the results showed no significant differences 
among the four groups.

4.1  Learning performance

The results indicated no significant differences in learning performance of reading 
comprehension and story retelling across the four groups (see Fig. 3). A UNIANOVA 
analysis of the interaction effects of voice and appearance on reading ability showed 
no significant interaction for reading comprehension (F = 1.315, p = 0.255, η² = 0.017) 
or story retelling (F = 0.159, p = 0.691, η² = 0.002).

4.1.1  Reading comprehension

The ANOVA test showed no significant difference in reading comprehension across 
experimental conditions (F = 1.028, p = 0.385, η² = 0.039). The results indicated that 
AIPAs with generated appearance and voice had the same influence on children’s 
recall and prediction as the human teachers, although the HT and VTA groups had 

Table 4  Means (M) and standard deviations (SD) of dependent variables across the four groups
Measures Groups M (SD)

HT
(n = 19)

HTA
(n = 21)

VTA
(n = 21)

VTH
(n = 19)

Baseline test PPVT 85.74(15.34) 82.48(18.43) 89.05(17.93) 80.79(29.00)
Learning 
performance

Reading 
Comprehension

10.32(2.21) 10.19(1.5) 10.24(1.89) 9.26(2.83)

Recall 6.89(1.24) 6.86(1.15) 7.05(1.36) 6.11(2.02)
Prediction 3.42(1.17) 3.33(0.66) 3.19(0.81) 3.16(1.26)
Story retelling 5.16(3.72) 6.5(2.77) 6.57(2.82) 4.68(2.85)

Cognitive Load Pupil diameter 3.11(0.34) 3.13(0.35) 3.03(0.32) 3.08(0.44)
Attention TFF of picture book 1330.42

(1314.64)
1186.57
(1978.96)

880.81
(1473.66)

1033.11
(1776.11)

TFF of PA 2459.58
(5316.42)

11,172
(26649.05)

14070.81
(43118.12)

12226.89
(43597.23)

RTFD of picture 
book

0.67(0.15) 0.64(0.14) 0.66(0.15) 0.68(0.18)

RTFD of PA 0.05(0.04) 0.07(0.05) 0.08(0.07) 0.06(0.05)
Preference 4.42(0.83) 4.52(0.81) 4.14(0.79) 4.11(1.29)
Note: RTDF is the Ratio of Total Fixation Duration, TFF is Time-to-First-Fixation. M: The values 
outside parentheses are means. SD: The values inside parentheses are standard deviations. HT, HTA, 
VTA, VTH, respectively, represent the real human teacher with human voice, human teacher with AI 
voice, virtual teacher with AI voice, virtual teacher with human voice
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higher reading comprehension scores, especially for recall, with the VTA group scor-
ing the highest.

4.1.2  Story retelling

The ANOVA test indicated no significant difference in story retelling across groups 
(F = 1.94, p = 0.13, η² = 0.071). The results suggested that AIPAs with generated 
appearance and voice had the same influence on the children’s story retelling as the 
human teachers, although the VTA and HTA groups had higher scores, with the VTA 
group scoring highest.

4.2  Cognitive load and attention measured by eye tracking

A UNIANOVA analysis of cognitive load and attention showed no significant dif-
ferences across the groups (see Table 5). These findings indicated that AIPAs with 
generated appearance and voice raised a similar cognitive load on the children’s read-
ing as the human teachers. However, the VTA and VTH groups experienced a lower 
cognitive load.

The main and interaction effects of voice and appearance were also not signifi-
cant (F = 0. 582, p = 0.849, η² = 0.097). The VTA group had the smallest pupil diam-

Fig. 3  The boxplot of learning performance
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eter (M = 3.03, SD = 0.32), indicating the least cognitive load, while the HTA group 
showed the most cognitive load (see Fig. 4).

Figure 5 shows attention measured by TFF (Fig. 5: left) and RTFD (Fig. 5: right). 
The results indicated that children in the VTA group focused more on the PA area, 
while those in the HT and HTA groups focused more on the picture book area. The 
VTA group had the shortest TFF, showing the most interest in the picture book. 

Table 5  Differences of attention and cognitive load across the four groups
Groups M(SD)

Indicators HT
(n = 19)

HTA
(n = 21)

VTA
(n = 21)

VTH
(n = 19)

F p η²

COGNITIVE LOAD
  Pupil diameter 3.11(0.34) 3.13(0.35) 3.03(0.32) 3.08(0.44) 0.288 0.834 0.011
ATTENTION
  TFF of picture book 1330.42

(1314.64)
1186.57
(1978.96)

880.81
(1473.66)

1033.11
(1776.11)

0.273 0.845 0.011

  TFF of PA 2459.58
(5316.42)

11,172
(26649.05)

14070.81
(43118.12)

12226.89
(43597.23)

0.456 0.714 0.018

  RTFD of picture book 0.67(0.15) 0.64(0.14) 0.66(0.15) 0.68(0.18) 0.210 0.889 0.008
  RTFD of PA 0.05(0.04) 0.07(0.05) 0.08(0.07) 0.06(0.05) 1.102 0.353 0.042
Note: RTDF is the Ratio of Total Fixation Duration, TFF is Time-to-First-Fixation

Fig. 4  The boxplot of cognitive load indicated by pupil diameter
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Regarding RTFD, the VTA and VTH group spent the longest time on the picture 
book, especially the VTA group had the longest time in the PA area of the picture 
book.

4.3  Children’s preferences

A one-way ANOVA compared children’s preferences for PA picture books across four 
groups. The results revealed that 44 children (55%) gave 5-star ratings, while only 2 
(2.5%) gave 2-star ratings. Overall, the children generally preferred all types of PA 
picture books, especially those with a human teacher and AI voice. The preference 
order was: HTA (M = 4.52, SD = 0.81) > HT (M = 4.42, SD = 0.83) > VTA (M = 4.14, 
SD = 0.79) > VTH (M = 4.11, SD = 1.29), however, the results indicated no significant 
differences between groups (F = 0.954, p > 0.05, η² = 0.036; see Table 5). This sug-
gests that children had the same preferences for the different voices and appearances 
of PAs in the picture books.

5  Discussion

This study investigated the impact of PAs’ appearances and voices on young chil-
dren’s performance, cognitive load, attention and preferences in digital picture books. 
Our results showed that AIPAs facilitated young children’s learning in the same way 
as human teachers, further supporting the equivalence principle of multimedia learn-
ing (Horovitz & Mayer, 2021). To our knowledge, this is one of the first studies to 
investigate the effects of AIPAs’ appearances and voices on young children’s reading. 
The results are important for guiding the design of integrating AI into digital learning 
resources for children.

RQ1  What is the impact of the AI-generated instructor’s appearance and voice on 
children’s learning performance?

Fig. 5  The boxplot of attention indicated by (left: TTF, right: RTFD)
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The results showed no significant differences in learning performance between the 
appearance and voices of human and AI teachers. Both AIPAs and human teach-
ers had similar effects on young children’s learning in digital picture books, sup-
porting the equivalence principle. This extends the principle’s application to early 
childhood education, suggesting AIPAs can be as effective as human teachers. While 
prior research has validated this principle on college students (e.g., Pi et al., 2022; 
Xu et al., 2024), our study advances the scope by demonstrating its validity for chil-
dren aged 3–6. From a technological perspective, current quality of AI technology 
is advanced enough to effectively mimic human appearances and voices, creating an 
engaging experience for young learners.

The effectiveness of AIPAs can be explained by the authentic impact of PA (Sikor-
ski et al., 2019), and by social presence theory. With advanced AI technology, the 
AI teacher’s human-like appearance and realistic micro-expressions convey social 
cues (Jing et al., 2022), fostering a feeling of engaging in a human-like dialogue for 
learners. When learners perceive AI teachers as a social presence, they engage more 
deeply, resulting in deeper cognitive processing (Mayer, 2009).

Additionally, AI voices were as effective as human voices in facilitating reading 
comprehension and even surpassed them in improving story retelling. Although AI 
voices are not yet as nuanced as human voices, their clear pronunciation is capable of 
achieving the same effect in facilitating children’s comprehension as human speech. 
This finding is consistent with previous studies showing no difference between 
device and adult voices (Reich et al., 2019; Zipke, 2017). However, this contrasts 
with Mayer’s voice effect theory, suggesting that human voices are better for deep 
learning (Mayer, 2014). This discrepancy may be due to advances in synthetic voice 
quality. We believe that, with technological advancements, future AIPAs will accu-
rately mimic voice tones of teachers and parents, becoming powerful tools in chil-
dren’s multimedia learning.

RQ2  What is the impact of the AI-generated instructor’s appearance and voice on 
children’s cognitive load?

This study also examines cognitive states in early childhood reading by analysing 
eye movements. There were no statistically significant differences in cognitive load 
across the four groups. However, the VTA and VTH groups experienced lower cog-
nitive load, likely due to the high standardized generated voice. Modern synthetic 
voices, closely mimicking human speech, provide clear articulation and consistent 
accents, aiding comprehension (Kaur & Singh, 2023). Although human instructors 
may receive training to enhance their vocal skills, they still exhibit variations in 
accent.

Additionally, unlike static PAs, our AI teacher is dynamic, displaying micro-
expressions and social cues. These cues may help learners integrate images, sound, 
and text, boosting their attention and motivation, and cognitive resources allocation 
(Dinçer & Doğanay, 2017). The congruence between the voice and appearance in the 
VTA group also likely enhanced social presence, which may have led to a reduction 
in cognitive load compared to the HTA and VTH groups. These findings supported 
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Hypothesis 2 that AI-generated instructors’ appearance and voice have the same 
impact on the children’s cognitive load as the human teachers.

RQ3  What is the impact of the AI-generated instructor’s appearance and voice on 
children’s attention?

The results showed that children in the VTA groups had the shortest TFF first atten-
tion times, indicating that they were initially more attracted to the picture book with 
AI teacher’s appearance and voice compared to the other groups. This may be due 
to the novelty effect of new technology associated with the VTA groups (Koch et al., 
2018). However, this effect did not impact the learning performance. Both RTFD and 
TFF results showed no significant differences in attention allocation across the four 
conditions, suggesting AIPAs did not distract the children. This aligns with findings 
related to the embodiment effects (Mayer & DaPra, 2012), where a teacher’s social 
cues improve engagement without distracting the students (Davis et al. 2023). There-
fore, Hypothesis 3 is supported, indicating that the appearance and voice of an AI-
generated instructor have the same impact on children’s attention as a human teacher.

RQ4  What appearances and voices of PA do the children prefer?

The results revealed similar preferences across all four conditions, with the HTA 
group scoring the highest, indicating a preference for a human teacher with synthetic 
speech. This preference may be influenced by social presence (Schneider et al., 2022) 
and novelty. First, real teachers’ micro-expressions and eye cues, likely caught chil-
dren’s attention. The combination of a real person with synthetic speech introduced 
a noticeable discord, more pronounced than pairing a synthetic character with a real 
voice. While this discord triggered curiosity, it did not lead to significant differences 
in preference.

RQ5  Do appearance and voice interact in their impact on learning?

We found no significant interaction between appearance and voice on learning per-
formance, cognitive load, or preference. Although human appearance and voice are 
more realistic than AIPA, previous research (Oh et al., 2018) found that agents’ visual 
realism and consistency in appearance and behaviour are essential in conveying 
social presence. Our hypothesis was that the realism consistency of PAs’ appearance 
and voice would impact social presence. However, our results indicated no signifi-
cant difference on learning outcomes, likely due to the close proximity in realism 
between human and AI teachers in this study.

6  Practical implications

This study explores the use of AIPAs children’s multimedia learning, offering an 
illustrative example of their application. Results suggest that AI-generated appear-
ances and voices can enhance learning outcomes comparable to human teachers in 
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digital picture book reading. We recommend that AIPAs could also be applied in 
interactive museum, math exercises, and language learning apps. These AIPAs can 
reduce production costs and allow human teachers to focus on instructional design. 
The trend towards integrating AIPA in multimedia learning is expected to increase 
significantly in the coming years. The use of AIPAs in early education is expected to 
grow, complementing rather than replacing human teachers.

However, challenges remain, such as improving AIPAs’ social cues to replicate 
human interactions. While current AIPAs can display basic expressions, they lack 
subtle facial expressions and micro-expressions necessary for authentic engagement. 
Enhancing these aspects will make AIPAs more natural and effective. Additionally, 
adapting AIPAs to different cultural contexts is crucial to meet global educational 
expectations. Addressing these challenges will be key to making AIPAs a sustainable 
tool in children’s education.

7  Conclusion, limitations and Future directions

This study aimed to bridge the digital divide in home literacy environments and alle-
viate the burden on early childhood educators by exploring the use of AIPAs in digital 
picture books. It provided empirical evidence on the use of AIPAs for young chil-
dren and expanded the equivalence principle to early childhood education. The find-
ings highlight the potential of AIPAs to enhance home-school cooperation in digital 
literacy.

However, this research has several limitations. First, the study’s short duration 
calls for further research to confirm if the findings can be sustained and replicated. 
Second, individual differences, such as PPVT scores, were not considered, and future 
studies will examine how the levels of PPVT interact with PA characters to impact 
on learning. Finally, the study did not fully explore the role of social cues like tone, 
micro-expressions, and gestures in enhancing learning. Future research will evaluate 
how these social cues impact learning for students aged 3–6.
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