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Abstract: Generative AI (GAI) and AI- generated 
content (AIGC) have been increasingly involved in 
our work and daily life, providing a new learning ex-
perience for students. This study examines whether 
AI- generated instructional videos (AIIV) can facilitate 
learning as effectively as traditional recorded videos 
(RV). We propose an instructional video generation 
pipeline that includes customized GPT (Generative 
Pre- trained Transformer), text- to- speech and lip syn-
thesis techniques to generate videos from slides and 
a clip or a photo of a human instructor. Seventy- six 
students were randomly assigned to learn English 
words using either AIIV or RV, with performance as-
sessed by retention, transfer and subjective meas-
ures from cognitive, emotional, motivational and 
social perspectives. The findings indicate that the 
AIIV group performed as well as the RV group in facil-
itating learning, with AIIV showing higher retention but 
no significant differences in transfer. RV was found to 
offer a stronger sense of social presence. Although 
other subjective measures were similar between 
the two groups, AIIV was perceived as slightly less 
favourable. However, the AIIV was still found to be 
moderately to highly attractive, addressing concerns 
related to the uncanny valley effect. This research 
demonstrates that AIGC can be an effective tool for 
learning, offering valuable implications for the use of 
GAI in educational settings.
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INTRODUCTION

Generative AI (GAI) refers to leveraging AI technology to automate the generation of di-
verse multimodal data, including text, images, videos and audio (Baidoo- Anu & Owusu 
Ansah, 2023; Ooi et al., 2023). This has triggered increased attention and discussions in 
the field of education (Jeon et al., 2023; Jeon & Lee, 2023; Kasneci et al., 2023). With ad-
vancements in deep learning, computing ability and increased availability of big data, GAI 
technologies, relying on a foundation model (Bommasani et al., 2021), can achieve impres-
sive content generation results. It is evident that GAI will play an increasingly prominent role 
in all aspects of students' learning and teachers' instruction. In the future, stakeholders in 
education may find themselves working in an environment where GAI is omnipresent.

Instructional videos have been widely used in second language learning, especially in 
English learning (Chen et al., 2020; Hsieh, 2020; Shen et al., 2021), and their outstanding 
teaching effectiveness has been proven (eg, BavaHarji et al., 2014). This form of instruc-
tional medium, by providing visual and auditory stimuli, can convey concepts through vivid 
images and dynamic demonstrations. However, producing instructional videos with human 

K E Y W O R D S
AI- generated content, generative AI, media in education

Practitioner notes

What is already known about this topic
• Instructional videos, especially those featuring a teacher's presence, have been 

widely used in second language learning to facilitate learning.
• Producing instructional videos is costly and burdensome.
• Generative AI has great potential for generating educational content.

What this paper adds
• An AI- generated instructional video (including generated lecture text, voice and 

appearance) demonstrated greater improvement in students' retention perfor-
mance in English word learning than a traditional recorded video.

• Students perceived no significant differences between the AI- generated 
instructional video and recorded video in satisfaction, motivation, trust, cognitive 
load, emotions and parasocial interaction dimensions, although the AI- generated 
instructional video group reported slightly lower values.

• Despite AI- generated instructional video eliciting a significantly lower value of 
social presence than recorded video, it led to a reduction in cognitive load and 
better performance.

Implications for practice and/or policy
• We recommend using the AI- generated instructional video in both physical and 

online classes for its positive effects on both learning achievement and learning 
experience.

• The findings indicate the equivalence principle in AI- generated content, highlighting 
that the appearance, voice and lecture text generated by current AI technology 
have reached a certain level of quality.
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teachers in the traditional way involves higher financial and time costs, imposing an obvious 
burden on teachers. The instructional videos contain various types and designs (Crook & 
Schofield, 2017; Köse et al., 2021). It should be noted that the video design in this study for 
both ‘recorded videos’ and ‘AI- generated videos’ follows the B3 fixed but overlapping design 
defined by Crook and Schofield (2017). This design features a video narrator at a fixed posi-
tion overlapping the background sequence, rather than being framed as a picture- in- picture 
(as illustrated in the bottom right of Figure 1). This type of instructional video includes slides, 
the teacher's lecture and the teacher's image. The traditional production procedure for this 
type typically involves the following steps: (1) planning the instructional design, creating 
slides and preparing scriptwriting; (2) recording, where teachers need repeated practice to 
ensure fluent language delivery, proficient facial expressions and gestures; and (3) postpro-
duction processes. The first two steps consume a considerable amount of time as teachers 
iterate through modifications and rehearsals until they are satisfied.

To address this issue, the educational use of AI- generated data and AI- generated con-
tent (AIGC) (Bozkurt et al., 2021; Cao et al., 2023) could be a feasible alternative. AIGC 
can automate the first two steps mentioned above, thus replacing traditional production 
methods. Large language models enable the generation of lecture scripts (Baidoo- Anu & 
Owusu Ansah, 2023). Furthermore, through algorithms and models, lecture videos with 
talking teachers can be rapidly and accurately produced. In these videos, AI- generated 
characters resemble human teachers delivering lectures (Pataranutaporn et al., 2021). The 
fast generation of content alleviates the burden on teachers, allowing them to focus more 
on instructional design and making the production of instructional videos more accessible. 
Given this development, it may also give rise to certain issues, including how these gener-
ated videos impact students' learning and how learners perceive the content generated in 
this way. However, relatively little research has been conducted on AIGC and its impact on 
learning, with even fewer studies focusing on AI- generated instructional videos.

The trajectory of ChatGPT in education

Since its launch, ChatGPT has attracted considerable attention, being employed to explore 
the limitless possibilities and diverse applications of its integration in education (Bozkurt 
et al., 2021). This exploration has extended to investigating ChatGPT's potential in English 
language learning, emerging as a focal point in the ongoing discourse. Mohamed (2023) 
highlighted ChatGPT's potential in improving English language proficiency among EFL 
(English as a Foreign Language) students, suggesting the necessity for further experimental 
research to assess its effectiveness. This positive outlook on ChatGPT's potential is also 
echoed in related studies (Guo & Wang, 2023; Young & Shishido, 2023). Furthermore, the 
ongoing iteration and improvement of GPT- like technologies have significantly impacted 
content generation and natural human–computer interaction in the field of education 
(Lo, 2023; Rahman & Watanobe, 2023; Singhal et al., 2023). These contents include but are 
not limited to the production and recommendation of materials, customization of materials 
and provision of cultural knowledge (Jeon & Lee, 2023). Despite these advancements, 
exploration into AIGC for educational purposes is in its early stages, lacking empirical 
research validation.

When using ChatGPT to assist in teaching, the design and implementation of prompt 
engineering are crucial. Research has indicated that well- designed prompts can ensure that 
AIGC meets the requirements of learning objectives (Lee et al., 2023). Another approach 
involves the custom versions of ChatGPT. In November 2023, OpenAI introduced GPTs, 
customized versions of ChatGPT designed for specific purposes, allowing users to tailor 
ChatGPT for tasks such as learning board game rules, teaching math to kids and sharing 
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F I G U R E  1  The instructional video generation pipeline (with translated examples inside).
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these tailored versions with others. Through customized models, generated content can be 
more professional and accurate (Eloundou et al., 2023). However, even with prompting tech-
niques and customized approaches guiding AIGC, there is still a need to evaluate whether 
the generated content, such as lecture text, is reliable and indeed promotes learning.

The effects of machine voices on learning

The voice in instructional videos also impacts learners' learning (Lawson & Mayer, 2022). 
Earlier perspectives suggested that human voices were preferred by learners and more 
effectively facilitated learning than synthetic voices (Mayer, 2014). This is attributed to human 
voices having higher social presence and emotional appeal. However, the low effectiveness of 
old machine voices in learning outcomes may have been due to technological limitations. With 
advancements in AI text- to- speech technology, machine voices have become increasingly 
human like, with better naturalness and fidelity. In this context, researchers have reexamined 
the impact of machine voices on learning. Craig and Schroeder (2017, 2019) found that 
machine voices could be as effective as human voices, and the modern text- to- speech 
engine outperformed the older one in facilitating learning (Craig & Schroeder, 2017). Davis 
et al. (2019) found that in terms of information retention, machine voices were as effective 
as human voices and the factors influencing voice effectiveness are more complex than a 
simple human or machine categorization. Chiou et al. (2020) explored how the quality of a 
virtual human's voice influences learning, perceptions and trust, revealing that voice quality 
did not significantly impact performance but did impact trust and learners' perceptions of the 
virtual human. Furthermore, in English vocabulary learning, combining synthesized voices 
with likeable images can produce motivational effects the same as those with real humans, 
but the motivational effect is lower when combined with ordinary images (Pi et al., 2022). For 
the K- 12 group, synthesized voices can even enhance retention and transfer scores more 
than human voices (Deng et al., 2022), which may be due to the novelty effect. Compared 
to human voices, synthesis technology provides clearer pronunciation and a standard- 
accented voice. Therefore, modern machine voices have the potential to outperform human 
voices, as teachers, despite their training, may still have varying degrees of accent. In this 
study, we need to reexamine this voice effect. Moreover, despite researchers studying the 
impact of machine voices on credibility, social aspects, learning motivation and cognitive 
load (Craig & Schroeder, 2019; Edwards et al., 2018; Kim et al., 2022; Liew et al., 2020; 
Schroeder et al., 2021), such studies are still in their early stages. The effects of machine 
voices on emotions, the uncanny valley and parasocial interaction are still unknown, and the 
present study assesses these dimensions of experience extensively.

The effects of the teacher's presence

The positive effects of featuring pedagogical agents or virtual teachers in multimedia 
learning (Castro- Alonso et al., 2021), or the use of on- screen teachers in instructional 
videos (Beege et al., 2023), have been observed. That is, the presence of real or virtual 
teachers in learning resources enhances learning outcomes and experiences (eg, Colliot & 
Jamet, 2018; Wang & Antonenko, 2017). The instructor's image or appearance is a crucial 
factor in video learning (Kizilcec et al., 2015; Wilson et al., 2018). A key underlying theory is 
social presence theory (Martha & Santoso, 2019). Social presence refers to the degree to 
which individuals feel their existence, attention and recognition by others in a social context 
(Borup et al., 2012; Lyons et al., 2012; Thomas et al., 2017). The social presence evoked 
by teachers in instructional videos involves learners' perception of the teacher's presence, 
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interaction and influence in the video, considered a critical factor in promoting learners' 
active engagement and involvement. When pedagogical agents or virtual teachers have 
a human- like appearance and body, displaying human- like movements and expressions, 
participants report higher levels of trust and social presence (eg, Kim et al., 2018; Veletsianos 
et al., 2009). With the rapid evolution of lip synthesis technology, virtual characters can now 
be synthesized with more vivid facial expressions, dynamic eye movements and expressive 
gestures. This increased realism in generation could enhance learning, but it may also 
trigger the uncanny valley effect (Mori et al., 2012), leading to decreased trust, lower learning 
experiences and negative emotions. Previous studies on virtual teachers synthesized based 
on images, such as Pi et al. (2022) and Xu et al. (2021). These generated teachers only 
had lip synchronization for the lower part of the face, lacking micro- expressions above 
the nose, like blinking. Therefore, we reexamine the impact of generated appearance on 
learning, exploring whether improved synthesis triggers the uncanny valley effect, perceived 
parasocial interaction and other learning experiences.

The present study and research questions

Advancements in AI technology are enabling the generation of more processes in 
instructional video production, gradually replacing traditional production methods. Given 
these developments, it is crucial to explore the effects of such AI- generated instructional 
videos. However, research on the impact of generated content on learning is currently 
quite limited. Existing generated videos primarily focus on the synthesis of virtual teacher 
characters and voices (eg, Dao et al., 2021; Leiker et al., 2023; Pi et al., 2022). In these existing 
systems, the lecture text is written by human teachers. Yet, they have not incorporated 
the generation of communication, a crucial aspect of instructional content. The present 
study addresses this gap by evaluating generated videos, including exploring whether the 
synthesis of virtual teacher characters, voices and communications can effectively enhance 
learning outcomes, and how learners perceive instructional content generated by AI. First, 
we proposed an AI- generated lecture video pipeline and implemented the application based 
on this pipeline. Leveraging text- to- speech, lip synthesis and GPTs, we synthesized virtual 
teacher characters, speech and lecture text. This allows the generation of lecture videos 
with slides and a talking teacher, given a driven video and lecture slides.

Building on this, we investigated whether generated instructional videos could facilitate 
learning as recorded videos, evaluating differences in learners' performance and subjective 
opinions on generated and recorded videos. Plass et al.'s work (Plass et al., 2020) inspired 
us to collect subjective opinions from cognitive, emotional, motivational and social perspec-
tives. Given the use of new technology and the nonverbal interactions between students 
and instructors, it was crucial to include an overall satisfaction dimension. Therefore, we 
gathered subjective opinions from a broad range of perspectives, including cognitive, emo-
tional, motivational, social and overall satisfaction. The learning performance was evaluated 
through retention and transfer. The cognitive perspective involves cognitive load dimension. 
The emotional perspective was analysed in terms of valance, arousal and control. The mo-
tivational perspective refers to the dimension of motivation. The social perspective included 
social presence, trust, uncanny valley and parasocial interaction. And the overall perspec-
tive was assessed in the dimension of satisfaction.

We utilized the equivalence principle (Horovitz & Mayer, 2021), the social presence the-
ory (Borup et al., 2012; Lyons et al., 2012; Thomas et al., 2017), emotional aspects (Park 
et al., 2014; St J. Neill, 1989) and previous research (Deng et al., 2022; Liew et al., 2020; Pi 
et al., 2022) to make predictions about the effectiveness of AI- generated instructional vid-
eos. The equivalence principle (Horovitz & Mayer, 2021) suggests that virtual instructors can 
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serve a similar role to that of human instructors in video- based learning, indicating that peo-
ple respond to the emotional tone of computerized onscreen agents just as they do to human 
instructors. Based on this principle, we hypothesize that AI- generated instructional videos 
will yield learning outcomes comparable to those of traditional recorded videos. Since previ-
ous work found that a calm voice prompted a higher germane load than an enthusiastic voice 
(Liew et al., 2020), we hypothesize that AI instructors will raise a higher cognitive load than 
human teachers in instructional videos. St J. Neill (1989) found that children's perception of 
teachers' emotions is significantly influenced by facial expressions, whereas posture and 
gestures have a relatively minor impact. AI can now generate characters more realistically 
than before. However, human teachers still display micro- expressions more authentically 
than AI teachers. Therefore, we expect that AI instructors will evoke fewer emotional effects 
than human instructors in instructional videos. Pi et al. (2022) observed that synthesized 
voices could produce motivational effects comparable to or lower than those of real human 
voices. Thus, we expect that AI- generated instructors will produce fewer motivational effects 
than human instructors in instructional videos. The uncanny valley effect occurs when ro-
bots are highly realistic but lack detailed refinement (Mori et al., 2012). Current technology 
can better capture and reproduce subtle facial expressions. We believe that our AI teacher 
is highly realistic and well detailed, and therefore, we hypothesize that AI- generated teach-
ers will not trigger uncanny valley effect. Previous literature suggests that human- like vir-
tual teachers can evoke higher levels of trust and social presence (eg, Kim et al., 2018), 
which in turn leads to better learning performance (Mayer, 2014). Although AI- generated 
teachers closely resemble human teachers, they still miss some subtle details that convey 
liveliness. Therefore, we hypothesize that AI- generated teachers will trigger lower social 
presence, trust and parasocial interaction than human teachers. A recent study reported that 
the AI- generated instructor character achieved high interest and satisfaction scores among 
K- 12 students (Deng et al., 2022). Based on its findings, it is reasonable to assume that AI- 
generated videos will achieve the same level of satisfaction as recorded videos.

Taken together, our general prediction is that AI- generated videos will facilitate learn-
ing the same as recorded videos. We proposed the following research questions and 
hypotheses:

RQ1: How does AI- generated instructional video impact learning outcomes (retention and 
transfer)?

H1. AI- generated instructional videos will yield learning outcomes comparable 
to those of traditional recorded videos.

RQ2: What is the impact of AI- generated instructional video on the cognitive perspective?

H2. AI instructors will raise a higher cognitive load than human teachers in in-
structional videos.

RQ3: How does AI- generated instructional video impact the emotional perspective?

H3. AI instructors will evoke fewer emotional effects than human instructors in 
instructional videos.
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RQ4: What influence does AI- generated instructional video have on the motivational 
perspective?

H4. AI- generated instructors will produce fewer motivational effects than human 
instructors in instructional videos.

RQ5: How does AI- generated instructional video affect the social perspective?

H5. AI- generated teachers will trigger lower social presence, trust and paraso-
cial interaction than human teachers.

H6. AI- generated teachers will not trigger uncanny valley effect.

RQ6: What is the impact of AI- generated instructional videos on satisfaction?

H7. AI- generated videos will achieve the same level of satisfaction as recorded 
videos.

METHODS

Participants and research design

A total of 76 undergraduate and graduate students (32 males and 44 females) were randomly 
recruited from four universities in western China, aged between 17 and 27 (M = 22.11, 
SD = 2.47). The students were majoring in educational technology, software engineering, 
electronic information, statistics, religion, biology, geography, chemistry, linguistics or 
vocational and technical education. The study was carried out in one university located in 
western China. A power analysis was conducted using G*Power 3.1 (Faul et al., 2007) based 
on the effect size (f = 0.436, converted to d > 0.8) found in Pi et al. (2022). The conversion 
was calculated using the formula from Cohen (2016). With an effect size of d = 0.8, power of 
0.80 and alpha level of 0.05, a total of 42 participants (ie, 21 for each group) at least were 
required for two groups to detect an effect. Therefore, the number of participants (n = 76) in 
this study met the requirements. All participants had normal or corrected- to- normal visions. 
This study was approved by the ethics board of our institution. All participants signed an 
informed consent agreement and were compensated with ¥20 for their time.

The participants were randomly assigned to either the experimental group (AI- generated 
instructional video condition, abbreviated as AIIV) or control group (recorded video con-
dition, abbreviated as RV), with a balance in gender and English skills. The demographic 
information of participants is presented in Table 1. The AIIV group (n = 38) included 13 un-
dergraduate students and 25 graduate students, while the RV group (n = 38) included 11 
undergraduate students and 27 graduate students. All participants were from mainland 
China. The evaluation of English skills was based on participants' scores in the College 
English Test Band 4 (CET 4) and College English Test Band 6 (CET 6) exams. CET4 and 
CET6 are standardized English proficiency exams in China. CET4 assesses basic English 
skills, while CET6 measures higher- level proficiency. The Mann–Whitney test revealed 
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no significant difference in English skills across the two conditions (U = 645, z = −0.835, 
p = 0.404, r = −0.096).

The learning materials

The AI- generated instructional video pipeline

Figure 1 presents our proposed pipeline for converting slides into generated instructional 
videos in under 10 minutes, involving three main steps: generating lecture text, creating a 
digital character and producing instructional videos.

The first step involves using optical character recognition (OCR) and a specialized GPT 
called AI Teacher to generate lecture text. This process enhances content understanding by 
combining slide images and OCR- extracted text as input for AI Teachers. Despite GPT- 4's 
image comprehension, solely relying on it does not ensure high- quality scripts. Thus, we 
first accurately extract text using Tencent API OCR, a tool adept at recognizing various lan-
guages and detecting multiple languages in one image. This extracted text, combined with 
image input for the Language Model, enriches content understanding, aiding in the produc-
tion of coherent instructional content. Instead of direct prompt engineering with ChatGPT, 
we simplify interaction for teachers through AI Teacher GPT, which guides users to input 
PPT images and OCR text in a specific format. The AI Teacher includes five design ele-
ments: role definition, task description, image processing, input format and output format. 
After input, it outputs the lecture text. This content used in this study has been manually 
validated by two experts for accuracy before proceeding to the next step.

The second step involves generating digital characters, where we leveraged SADtalker 
(Zhang et al., 2023) and Microsoft Edge's online text- to- speech service. We developed this 
generation program using Python, with a user- friendly interface. Input for this stage includes 
the lecture text from the previous step and a dynamic video or photo containing the instruc-
tor's image. The output is a complete lecture video with the teacher's image integrated. For 
input generation in this study, we opted for dynamic video over a static photo. The reason is 
that the former captures more natural facial expressions and blinking, including those above 
the mouth, while the latter lacks such micro- expressions.

The third step manually combines the teacher's video with PPT slides using video- editing 
software, placing the talking teacher at the bottom right of the slides. This finalizes the in-
structional video, typically within 5 minutes.

AI- generated and recorded instructional videos in this study

Two video lectures were created to teach English vocabulary, with eight words for each. 
In each video, an instructor on- screen explained the grammatical role of the words, offer-
ing explanations in both English and Chinese and using visuals to illustrate its meaning. 
Furthermore, the instructor provided a sample sentence to demonstrate how the word is 
used in context. For the RV condition, the video was produced using conventional recording 
and compositing methods, with an on- screen recorded human teacher. For the AIIV condi-
tion, the video was generated according to the instructional video generation pipeline, with 
an on- screen virtual teacher. The virtual teacher's image was generated from the image of 
the same human teacher in RV condition. The duration of AIIV is 7 minutes and 46 seconds 
and the RV lasts for 7 minutes and 58 seconds.

To screen English words that could be used in the formal experiment, a pilot test was 
conducted. We first selected 60 words from the GRE, TOEFL and IELTS to create a word 
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dataset, which can be used to develop learning materials and tests for experiments. Then, 
we invited 24 students (M age = 21.92, SD age = 1.86; 21 females) who would not participate 
in the formal experiment to rate their familiarity with these words. We asked them to rate all 
60 words from 1 (‘extremely unfamiliar’) to 7 (‘extremely familiar’). A lower score indicates 
a greater likelihood that the word was not learned by students recruited in the formal exper-
iment. We sampled eight words from the pool of 60 words, and these eight words with low 
familiarity (M = 1.73, SD = 0.30).

Dependent measures

Pre-  and posttests of learning performance (retention and transfer)

We measured retention and transfer as indicators of learning performance. The retention 
test aimed to assess how well students remembered information stated explicitly in the 
instructional video. The transfer test evaluated students' ability to apply acquired knowledge 
in one context to a different context.

For the pretest, we assessed participants' familiarity with the words. They were required 
to fill in the Chinese meaning in the blanks for each word. 1 point was given for a correct 
answer; otherwise, 0 point was given. The total score of the retention test was 8, with a low 
score indicating a lower level of prior knowledge about the word to be learned. In the reten-
tion posttest, participants were asked to recall and write down the meaning of the words, 
identical to the pretest.

In the transfer test, participants completed three types of tasks: choosing the correct 
words, synonyms and antonyms. Twenty- four multiple- choice questions were included. The 
first task involved choosing the correct words, adapted from the fill- in- the- blank quizzes in 
Merriam- Webster's Vocabulary Builder. For instance, ‘Her visit in the spring was a kind of 
___ to our relationship, which had really ended two months earlier’. The eight choices were 
as follows: A. cordial; B. peripheral; C. epilogue; D. nemesis; E. voluptuous; F. dystrophy; 
G. elucidate; and H. opaque. The second task required participants to choose synonyms 
or related words, and the third task asked them to choose antonyms or near antonyms. For 
transfer tests, 1 point was given for a correct answer, otherwise, 0 points were given. The 
total score was 24.

The McDonald's � values (Hayes & Coutts, 2020; Shaw, 2021) were 0.77, 0.77 and 0.84 
for the retention, transfer and overall performance tests, respectively, indicating a high level 
of internal consistency across all performance tests.

Subjective scales

In our study, subjective measures were employed to assess dimensions including cognitive, 
emotional, motivational, social aspects and satisfaction. These dimensions were impacted by 
the intervention, and the goal was to capture the immediate reactions in cognitive, emotional, 
motivational, social and overall factors due to the intervention. Thus, the subjective scales 
were administered after participants watched the AI- generated or recorded instructional 
videos and included a total of 47 questions. Table 2 provides an overview of the question 
items along with their corresponding perspectives, dimensions, types and references.

Cognitive load, motivation, social presence and satisfaction were assessed using a 5- 
point Likert scale (ranging from 1, indicating strongly disagree, to 5, indicating strongly 
agree). Trust and parasocial interaction utilized a 7- point Likert scale (ranging from 1, indi-
cating strongly disagree, to 7, indicating strongly agree). Emotions were evaluated through 
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9- point manikins, while the uncanny valley was rated using the semantic differential method. 
We maintained the same rating types as the original scales. Higher scores indicated a higher 
level of agreement, intensity or semantic relevance.

Cognitive load, emotions, the uncanny valley and parasocial interaction were directly de-
rived from the references. Motivation, social presence, trust and satisfaction were revised, 
with adjustments made to align them with the instructional video contexts.

Procedure

Figure 2 illustrates the experimental procedure. The video lecture was delivered in a quiet 
and private room. Participants were first instructed about the experiment, signed the 
consent form and then completed demographic information (eg, age, gender and major) 
and retention pretests. The video lectures were displayed via a laptop. After watching 
the lectures, participants were asked to complete the posttests, fill out subjective scales 
and answer a few questions about their suggestions and opinions in a short interview. On 
average, participants spent approximately 25 minutes completing the experiment.

Data analysis

Following the results of the Kolmogorov–Smirnov test and visual evaluations of histograms, 
normal Q–Q plots and box plots, it was determined that not all the observed values exhibited 
a normal distribution across the two conditions. Therefore, the t- test and the Mann–Whitney 
test were used for further analysis based on the normality of the data. We employed 
Cohen's d (Cohen, 2016) to measure the effect sizes in t- tests (small effect = 0.20; medium 
effect = 0.50; and large effect = 0.80). Like with d, the value of r represents the effect sizes 
in Mann–Whitney tests (small effect = 0.10; medium effect = 0.30; and large effect = 0.50).

RESULTS

Table 3 shows an overview of the descriptive statistics across two groups.

Learning performance

The pretest results showed that participants had low prior knowledge of the materials to be 
learned, and there was no significant difference in prior knowledge across the two conditions 

F I G U R E  2  The experimental procedure.

 14678535, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1111/bjet.13530, W

iley O
nline L

ibrary on [20/02/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



14 |   XU et al.

T
A

B
L

E
 3

 
D

es
cr

ip
tiv

e 
st

at
is

tic
s,

 p
 v

al
ue

s 
an

d 
ef

fe
ct

 s
iz

es
 a

cr
os

s 
tw

o 
co

nd
iti

on
s.

D
ep

en
de

nt
 m

ea
su

re
s

A
IIV

 (n
 =

 38
; 1

6 
m

al
es

, 2
2 

fe
m

al
es

) M
 (S

D)
R

V 
(n

 =
 38

; 1
6 

m
al

es
, 

22
 fe

m
al

es
) M

 (S
D)

p
d

r

Le
ar

ni
ng

 p
er

fo
rm

an
ce

Pr
et

es
t

0.
26

 (0
.9

5)
0.

05
 (0

.3
2)

0.
29

5
−0

.1
2

Po
st

te
st

R
et

en
tio

n
7.

50
 (0

.8
6)

6.
53

 (2
.0

0)
0.

03
8

−0
.2
4

Tr
an

sf
er

18
.11

 (3
.4

9)
16

.8
7 

(4
.3

6)
0.

17
7

0.
31

O
ve

ra
ll 

pe
rfo

rm
an

ce
25

.6
 (4

.0
7)

23
.3

9 
(6

.0
8)

0.
19

4
−0

.1
5

C
og

ni
tiv

e 
pe

rs
pe

ct
iv

e
C

og
ni

tiv
e 

lo
ad

M
en

ta
l l

oa
d

2.
40

 (0
.8

1)
2.

78
 (0

.9
7)

0.
06

8
−0

.4
2

M
en

ta
l e

ffo
rt

2.
19

 (0
.8

5)
2.

49
 (0

.9
3)

0.
14

9
−0

.3
3

Em
ot

io
na

l p
er

sp
ec

tiv
e

Em
ot

io
ns

Va
la

nc
e

5.
95

 (1
.7

9)
5.

92
 (1

.7
5)

0.
94

8
0.

01

A
ro

us
al

5.
05

 (1
.9

4)
5.

11
 (1

.8
7)

0.
90

5
−0

.0
3

C
on

tro
l

5.
58

 (2
.0

6)
5.

58
 (2

.0
6)

1.
00

0
0.

00

M
ot

iv
at

io
na

l p
er

sp
ec

tiv
e

M
ot

iv
at

io
n

3.
00

 (1
.0

4)
3.

34
 (0

.8
5)

0.
11

9
−0

.3
6

So
ci

al
 p

er
sp

ec
tiv

e
So

ci
al

 p
re

se
nc

e
2.

89
 (1

.0
7)

3.
66

 (0
.9

7)
0.

00
2

−0
.7
5

Tr
us

t
4.

16
 (1

.5
1)

4.
76

 (1
.2

2)
0.

05
8

−0
.4
4

U
nc

an
ny

 v
al

le
y

H
um

an
ne

ss
2.

82
 (1

.3
1)

At
tra

ct
iv

en
es

s
3.

24
 (1

.0
4)

Pa
ra

so
ci

al
 in

te
ra

ct
io

n
2.

55
 (1

.5
6)

2.
82

 (1
.2

8)
0.

41
6

−0
.1
9

O
ve

ra
ll 

pe
rs

pe
ct

iv
e

Sa
tis

fa
ct

io
n

3.
05

 (1
.2

1)
3.

51
 (1

.1
3)

0.
09

4
−0

.3
9

 14678535, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1111/bjet.13530, W

iley O
nline L

ibrary on [20/02/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



    | 15FROM RECORDED TO AI- GENERATED INSTRUCTIONAL VIDEOS

(U = 683, z = −1.047, p = 0.295, r = −0.120). This indicates that participants' familiarity with the 
knowledge across two conditions was the same.

The 38 participants who received AIIV intervention (M = 7.50, SD = 0.86) compared to the 
38 participants in the control group (M = 6.53, SD = 2.00) demonstrated significantly better 
retention scores, U = 543.5, z = −2.075, p = 0.038, r = −0.24 (see Figure 3).

There was no significant difference in transfer scores between the participants receiv-
ing AIIV intervention (M = 18.11, SD = 3.49) and the control group (M = 16.87, SD = 4.36), 
t(74) = 1.364, p = 0.177, Cohen's d = 0.31.

There was no significant difference in overall performance between the AIIV condition 
(M = 25.60, SD = 4.07) and the RV condition (M = 23.39, SD = 6.08), U = 597.5, z = −1.298, 
p = 0.194, r = −0.15.

Together, these results supported H1.

Subjective scales

Figure 4 shows the differences in the subjective scales excluding the uncanny valley across 
two conditions.

Cognitive load

Cognitive load included two sub- dimensions: mental load and mental effort. The mental load 
scores of the control group (M = 2.78, SD = 0.97) were higher than those in the group receiv-
ing the AIIV intervention (M = 2.40, SD = 0.81) but not significant, t(74) = −1.85, p = 0.068, 
Cohen's d = −0.42  (see Figure 5). Mental effort scores were higher in the control group 

F I G U R E  3  Differences in the retention, transfer and overall performance across two conditions.
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(M = 2.49, SD = 0.93) than in the group receiving the AIIV intervention (M = 2.19, SD = 0.85) 
but not significant, t(74) = −1.46, p = 0.149, Cohen's d = −0.33 (see Figure 5). These results 
were inconsistent with H2.

F I G U R E  4  Differences in subjective ratings across two conditions.

F I G U R E  5  Differences in the cognitive load across two conditions.
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Emotions

The emotion scores of the control group (M = 5.54, SD = 1.64) were almost the same as the 
group receiving the AIIV intervention (M = 5.53, SD = 1.45), t(74) = −0.03, p = 0.980, Cohen's 
d = −0.0057. These results were inconsistent with H3.

Motivation

The participants in the RV group (M = 3.34, SD = 0.85) had slightly higher motivation scores 
than those in the AIIV intervention group (M = 3.00, SD = 1.04), but without a significant dif-
ference, t(74) = −1.58, p = 0.119, Cohen's d = −0.36 (see Figure 4). The result rejected H4.

Social presence, trust, uncanny valley and parasocial interaction

The social presence scores were significantly higher in the control group (M = 3.66, SD = 0.97) 
than in the group receiving the AIIV intervention (M = 2.89, SD = 1.07), t(74) = −3.28, p = 0.002, 
Cohen's d = −0.75 (see Figure 4).

The average humanness score of the AI teacher was 2.82 (SD = 1.31), and the attrac-
tiveness score was 3.24 (SD = 1.04). This indicated that the AI teacher was perceived as 
moderately to highly attractive, and the uncanny valley effect did not occur. The parasocial 
interaction scores in the control group (M = 2.82, SD = 1.28) were slightly higher than those 
in the AIIV intervention group (M = 2.55, SD = 1.56), but the difference was not statistically 
significant, t(74) = −0.82, p = 0.416, Cohen's d = −0.19.

These results partially supported H5 and fully supported H6.

Satisfaction

The participants in the control group (M = 3.51, SD = 1.13) had slightly higher satisfaction scores 
than those in the AIIV intervention group (M = 3.05, SD = 1.21), but without a significant differ-
ence, t(74) = −1.70, p = 0.094, Cohen's d = −0.39 (see Figure 4). The result supported H7.

DISCUSSION

Empirical contributions

This study explored the effectiveness of AI- generated instructional videos, encompassing 
three generation aspects: image, voice and lecture text, in improving learning outcomes, 
as well as how learners perceive these contents. The results indicated significantly higher 
retention in the AIIV condition compared to the RV condition. However, no significant differ-
ences were observed in transfer scores between the two groups of students, suggesting that 
while AI- generated videos can boost retention, their impact on the ability to apply learned 
knowledge may be the same as that of recorded videos. Taken together, AI- generated in-
structional videos can facilitate learning as traditional recorded videos. This could be ex-
plained by the standardized nature of generated resources, where both speech and lecture 
scripts adhere to high standards. The study focused on the learning of English words, in-
volving pronunciation. Compared to human counterparts, modern machine voices are be-
coming increasingly realistic (Kaur & Singh, 2023), offering superior clarity in articulation 
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and providing a consistent standard accent. This consistency is crucial in language learn-
ing, where the precision of pronunciation can significantly influence comprehension. While 
human teachers undergo voice training, variations in accents can still occur. Additionally, 
generated scripts are highly standardized and patterned, featuring smoother transitions and 
a better logical flow between sentences (Chaka, 2023; Elkhatat et al., 2023). In contrast, 
human languages may exhibit variations in style and inconsistencies in word usage, which 
might confuse learners or decrease their learning experience. Therefore, in the context of 
second language learning, AI- generated videos can facilitate learning the same as human- 
recorded videos, potentially triggering superior learning outcomes due to increased stand-
ardization. However, the generalization of these results to other disciplines such as science 
and engineering remains uncertain. The standardization effect caused by AI for language 
learning may not directly transfer to disciplines, such as science and engineering, which do 
not rely heavily on pronunciation and accent. Additionally, English vocabulary instructional 
videos do not involve much logical reasoning. Generating lecture scripts for them does not 
require extensive logical generation. In contrast, science and engineering disciplines require 
scripts that explain logical reasoning and problem- solving processes. Therefore, the effects 
may vary across different disciplines. While AI- generated videos show promise in language 
learning, further research is needed to explore their effectiveness in other disciplines.

Through collecting participants' subjective ratings, we found that scores on dimensions 
such as satisfaction, motivation, trust, cognitive load, emotions and parasocial interaction 
for generated videos showed no significant differences compared to recorded videos, but 
were consistently lower across all these dimensions. This result aligns with some findings 
from Chiou et al. (2020), although we obtained results in more dimensions. Our findings 
suggest that despite advancements in AI technology allowing generated videos to enhance 
learning in terms of voice, communication and appearance, scores on these dimensions still 
fall below those produced videos with real instructors talking. This study further confirms 
previous research indicating that humanoid entities are perceived as distinct categories from 
real human entities (Gong & Nass, 2007).

Individuals in the AIIV group reported lower social presence when interacting with vir-
tual resources, but simultaneously experienced lower cognitive load. The heightened social 
presence perceived by participants in the RV group was compensated by an increased cog-
nitive load. This finding indicates that real human videos are not the absolute ideal teaching 
resource. Conversely, generated instructional videos enable learners to focus more on the 
learning process and still create an environment of companionship by interacting with hu-
manoid characters. The humanness (low) and attractiveness (high) scores in the uncanny 
valley dimension further emphasized that the presence of virtual beings not only alleviated 
potential social pressure from real instructors but also provided learners with a sense of 
genuine companionship. Taken together, this study addresses a gap in existing research, 
providing a clearer and extensive understanding of learners' subjective opinions on gener-
ated instructional video composing generated character, voice and lecture text.

Theoretical contributions

This study has achieved a significant theoretical breakthrough by further extending the 
applicability of the equivalence principle (Horovitz & Mayer, 2021) into AIGC. Previous 
research has continuously validated this principle in the application of virtual instructors (eg, 
Deng et al., 2022; Pi et al., 2022). To go a step further, our study has made advancements, 
demonstrating that instructional videos generated by AI also adhere to the equivalence 
principle. Under certain boundary conditions, such as different learning styles or knowledge 
types, generated videos may outperform recorded videos. This finding not only enriches 
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the scope of the equivalence principle but also provides theoretical support for the practical 
application of AIGC in the field of education.

Another significant theoretical implication of this study is the evolution of the teacher's 
role. The findings further confirm that with the advancement of AI technology, the stages 
involved in producing instructional videos are gradually becoming automatable, allowing 
more and more parts of instructional videos to be generated. Previously, teachers needed 
to actively participate in the production of resources, but now they can allocate more time 
to instructional design. This shift directly results in a transformation of the teacher's role. 
The idea that the development of AI technology is reshaping the role of teachers and 
placing additional demands on their capabilities is consistent with existing literature (Chiu 
et al., 2023).

Practical implications

First, this study serves as an illustrative example of using AIGC for educational purposes. 
AIGC enables the scalable replication of human intelligence in machines, allowing for 
the widespread replacement of basic professional tasks. Previously, instructional video 
platforms depended on manually recorded content, a process both time- consuming and 
labour intensive. AIGC technology has transformed this process by enabling the rapid 
production of customized short learning videos, with human efforts mainly focused on 
expert review. This innovation facilitates the swift conversion of multimedia resources into 
video content, aligning with the modern learner's preference for microlearning. Therefore, 
this study opens up new perspectives for the creation of educational AIGC online platforms, 
potentially representing an innovation in future learning models. Furthermore, AI- generated 
videos have potential beyond EFL, with applications in science and engineering for complex 
topics like chemical reactions or mathematical reasoning. However, their effectiveness may 
vary across disciplines, requiring further research to understand their impact in different 
contexts, as previously noted.

Second, our research findings encourage instructors to consider using AIGC in both 
physical and online classes. Video lectures have gained popularity as a learning me-
dium (Van der Meij, 2017). Yet, producing recorded videos is costly and burdensome 
for instructors. Our study indicates that generated video resources can be as effective 
as traditional recorded videos in enhancing learning. Given the simpler production pro-
cess of generated resources, we recommend that educators consider incorporating them 
to facilitate their teaching. This approach can not only alleviate the burden and costs 
for teachers but also be applied in intelligent tutoring or adaptive systems, minimizing 
the effort and resources required for creating educational content. However, it should be 
noted that using generated resources is meant to complement, not completely replace, 
traditional methods (Pataranutaporn et al., 2021). To effectively integrate AI- generated 
instructional videos into their teaching practices, we recommend that educators begin by 
using AI- generated videos as supplementary materials to illustrate key concepts taught 
in traditional classrooms. Additionally, it is crucial for educators to undergo training to 
become proficient with AI tools, enabling them to tailor content to their specific needs. 
Teachers can also use the full pipeline to create videos with a talking teacher, as required. 
For more practical use, they can generate lecture audios (using text- to- speech) and com-
bine these with slides to produce videos that do not feature a talking teacher on screen. 
Furthermore, future research should investigate a broader range of AI- generated video 
types. The design featuring a video narrator on screen accompanied by slides is not the 
sole type of instructional videos. Traditional instructional videos encompass various types 
(Crook & Schofield, 2017; Köse et al., 2021). In this study, we explored only one type of 
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AI- generated video. Besides this B3 type, our pipeline can partially or fully generate other 
types of videos, such as A1 Voice over slides, A2 Voice over screencast, A3 Writing over 
slides, D2 Presence in lecture and D3 Presence in full screen (Crook & Schofield, 2017). 
A1, A2 and A3 involve a hidden voice narrating content, with A1 and A2 presenting slides 
and screen recordings, respectively, and A3 adding the narrator's writing or annotations 
over the slides. D2 and D3 both involve a narrator, with D2 showing the narrator in a tra-
ditional lecture setting and D3 presenting a close- up of the narrator. However, certain tra-
ditional recorded videos, like A4 Kahn whiteboard videos, remain challenging to produce 
with current generative technologies. The objective of generated videos is not to replicate 
traditional recorded videos entirely but to surpass traditional recorded videos in many 
aspects. Therefore, while the theoretical framework and empirical results may be shared 
with traditional recorded videos in certain aspects, their impact and boundary conditions 
should also include unique considerations.

Third, attention should be given to the ethical and responsible use of these technol-
ogies. The process of generating instructional videos often involves the use of driven 
videos that contain personal facial and voice data. Therefore, it is important to ensure 
the privacy and security of voice and image data used in video generation. This includes 
implementing robust data protection measures such as access controls and compliance 
with data protection regulations. Educators and developers should also consider obtain-
ing explicit consent from individuals whose data are used in generating these videos. 
Additionally, efforts should be made to prevent hallucination produced by AI (Weidinger 
et al., 2022; Zuccon et al., 2023). Hallucination refers to the risk of AIGC being inaccu-
rate, confusing or misleading (Ji et al., 2023), which raises concerns about inaccurate 
information, including factual errors, biased viewpoints, logical inconsistencies, errone-
ous reasoning and potentially manipulative content. These inaccuracies can not only 
mislead learners but also negatively impact their knowledge base and value systems. A 
possible solution is to involve human experts in content review to ensure the quality of 
videos.

Finally, we believe that generated video resources can help reduce the digital divide 
caused by the application of AI, making education more equitable. The application of GAI 
requires certain infrastructure, devices and Internet, which may result in unequal access and 
a lack of resources for education in some regions and communities (Capraro et al., 2023). 
While GAI may be challenging to distribute widely, generated resources can be rapidly pro-
duced in large quantities and distributed to different regions, ensuring that teachers in re-
mote areas can also benefit.

CONCLUSION, LIMITATIONS AND FUTURE DIRECTIONS

Rapid advancements in AI technology are enabling the generation of instructional content. 
This development offers educational stakeholders the opportunity to move away from the 
intensive labour of video production and focus more on instructional design. This study is 
among the first to examine how students use generated instructional videos and thoroughly 
explore their reactions to such content. We found that the generated instructional videos 
could facilitate learning as effectively as recorded videos, and in the context of English lan-
guage learning, they even triggered higher retention scores. Furthermore, AIIV was found to 
be moderately to highly attractive, addressing concerns related to the uncanny valley effect. 
These findings extend our understanding of incorporating generated videos into education. 
To the best of our knowledge, this is the first work on the design, implementation and evalua-
tion of generated instructional videos, offering theoretical insights and practical implications 
for the application of AIGC in education.
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However, it is important to note that the present study has a few limitations that 
should be addressed in future investigations. First, we did not examine the effects of 
AI- generated lecture text, voice and teacher's image on learning separately. Future re-
search will consider the influence of each factor and their interaction. Second, this study 
is a short- term experiment and the results may be impacted by the novelty effect. Future 
work will explore long- term implications. Third, the learning resources utilized in the cur-
rent research were centred around second language vocabulary acquisition. However, 
complex conceptual learning and skill acquisition have not yet been explored. Future 
research should therefore shift from second language acquisition to science and engi-
neering, placing greater attention on complex learning and exploring variations in the ef-
fects. Fourth, most data in the present study were self- reported, which did not reveal the 
dynamic engagement level over time and the attention participants paid to the teacher 
and learning material areas. Therefore, in future research, we intend to gather data via 
electroencephalography (EEG) and eye- tracking technology to better understand these 
internal cognitive processes. Furthermore, given that learners are central to the learn-
ing process, their individual differences would significantly impact the effectiveness of 
generated videos. Therefore, it is crucial to thoroughly investigate how learners' varying 
levels of AI literacy, as well as their acceptance and trust towards AI technology impact 
learning. Also, the design of learning strategies, such as verbal and nonverbal emotional 
cues, should be studied to establish the principles for AI- generated video design. These 
principles could then guide the use of generated videos in adaptive systems that cater 
to individual needs and preferences. Lastly, from the perspective of AI technology, the 
current pipeline is not fully automated. In the future, we aim to achieve complete auto-
mation in the pipeline, replacing more components of instructional video production with 
AI. Teachers would only need to provide the knowledge to be learned and learning ob-
jectives, and AI could generate the instructional video resources automatically. We will 
further evaluate these fully autogenerated instructional resources extensively.
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