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Abstract—Large Language Models (LLMs) refer to a type of 
generative artificial intelligence model that produces responses to 
natural language input. The purpose of this study is to analyze the 
current application status of LLMs in the field of education 
through a systematic review of the literature. Data were sourced 
from three databases: Web of Science, ERIC, and Google Scholar. 
The study includes 94 documents, analyzed from both qualitative 
and quantitative perspectives. The results show that large 
language models have great potential in the field of education, 
specifically in generating medical content, serving as an English 
learning assistant, assisting academic research, and evaluating the 
quality of tests, etc. However, there are still potential dangers such 
as hindering the development of critical thinking, creating 
academic integrity crises, and ethical and moral challenges. These 
findings showed the current application status of LLMs in 
education, laying the groundwork to inspire future research. 

Keywords—large language model, ChatGPT, artificial 
intelligence, education, systematic review 

I. INTRODUCTION 
Large Language Models (LLMs) are a subset of generative 

Artificial Intelligence (AI) models trained on extensive text data 
and capable of generating human-like text content based on 
natural language input [1]. Existing studies indicate that 
generative AI tools can bring about shifts in educational 
methodologies [2] and provide educators with developmental 
opportunities [3]. Students can also use them to support learning 
activities [4], and this assistance has the potential to enhance 
learner engagement, satisfaction, and academic performance [5]. 
Furthermore, students gain opportunities to improve their 
language skills and foster collaboration [6]. However, the 
existing research also highlights the limitations of generative AI, 
including deficiencies in training, a lack of common sense, and 
challenges in reasoning [7]. The ethical challenges brought by 
AI are also undeniable [9]. Consequently, cautious use of these 
tools is recommended, given their potential for misinformation 
and an increase in inequalities [8]. To extensively explore the 
status of current applications of LLMs in education and provide 
insights for future research, this systematic review aims to 
address the following research questions: (1) What are the 
publication timeline, quantity, and prevalent terms in applied 
research on LLMs in education? (2) Which keywords show the 
highest co-occurrence? What are the primary themes of the 
investigation? (3) What are the domains, research 

methodologies, and models employed in the applications of 
LLMs in education? (4) What is the impact of LLM applications 
on learning? How are research ethics addressed? 

II. METHOD 
This study follows systematic retrieval rules and selects 

literature for review based on predetermined inclusion and 
exclusion criteria. The process of literature review was by the 
recommendations of the PRISMA statement [9] [10]. 

A. Search Strategy 
Three databases were selected, including Web of Science, 

ERIC, and Google Scholar. The search terms are "large 
language models" and "education". The search time was from 
October 2017 to November 2023. The exclusion criteria are as 
follows: non-English language, unrelated to the theme of 
education, non-review articles, articles not from journals or 
conferences, publication dates outside the range of 2017-2023, 
non-developmental algorithm or technical articles, and articles 
not available in full text. 

 
Fig. 1. Flow chart of the study selection process. 

B. Selection of Studies 
370 documents were initially found in the three databases. 

After removing 11 duplicate records, 359 documents remained. 
Their qualifications to participate in this study were further 

This work was supported by the Research Projects of the National Natural 
Science Foundation of China under Grant [62077036]. 
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evaluated through the title and abstract content. After two 
rounds of screening, a total of 94 documents were included. In 
the final analysis, the remaining 256 articles were excluded from 
this study because they did not meet the inclusion and exclusion 
criteria. Fig. 1 shows the selection process for systematic review 
projects. 

C. Data Analysis 
To address the research questions, a combination of 

quantitative and qualitative research methods was used. 
Quantitative analysis primarily involves the use of visualized 
charts and graphs, utilizing tools including Microsoft Excel and 
VOSviewer. 

III. RESULTS 

A. Quantitative Analysis 
 Among the 94 publications in this study, only one was 

published in 2021, with the remaining articles all published in 
2023. As observed in the generated word cloud (Fig. 2), terms 
such as "ChatGPT", "Education", "Medical", "Language", 
"Models", "Artificial", "Learning", and "Intelligence" appear 
with high frequencies. It is evident that the current research on 
LLMs predominantly focuses on the application of ChatGPT in 
education, particularly in language learning and medical 
education. Additionally, keywords such as opportunities and 

challenges are highlighted, indicating that the development of 
LLMs in education holds potential for the future. 

 
Fig. 2. Word cloud. 

Co-authorship, co-occurrence, and citations are three 
different characteristics of literature review data analysis [11]. 
Using co-occurrence analysis of keywords under the condition 
of a minimum of one co-occurring word, a total of 68 keywords 
were obtained. The results are presented in Fig. 3. The size of 
the circles represents the frequency of keyword use, and the 
combination and grouping of circles represent the structure of 
the research field. Each group is presented in a different color, 
showing its importance and relevance. Research in this area is 
divided into four groups: red, yellow, blue, and green, with the 
red part showing the closest connection. 

 

 
Fig. 3. Co-occurrence(keywords). 

 

B. Content Analysis 
More than 90% of large language models used in education 

use ChatGPT, with a focus on comparative studies between 
ChatGPT 3.5 and ChatGPT 4. These studies aim to assess the 
effectiveness of the models. The remaining studies 
predominantly involve models such as Google Bard, Bing, and 
other pre-trained models. The application of large language 
models in education is mainly distributed in the following fields: 
medical education, English language learning, academic 
research, and the evaluation of examinations. Additionally, there 
are studies in physics, mathematics, preschool education, 
tourism education, architectural biology, and other fields, 
though these are in a limited number. 

1) Medical education 
Over half of the articles focus on medical education. The 

primary research approaches include the following: (1) 
Dialogue-based evaluation of generation effectiveness: For 

example, Totelis et al. evaluated ChatGPT's ability to describe 
anatomical knowledge through conversations. Results indicated 
satisfactory descriptions but insufficient clinical significance 
[12]; (2) The investigation of language model abilities: For 
example, a study examined GPT-4’s ability to provide medical 
advice using a questionnaire-based approach [13]. Other studies 
involved comparisons between model-generated content and 
expert opinions [14]. Furthermore, studies assessed how 
medical students and non-experts evaluate information from 
ChatGPT compared to standard surgical diagnostic resources 
[15]. In addition, there are still some studies that use the 
researchers' personal experiences and theoretical foundations to 
discuss the potential and challenges of applying the LLMs in 
education (e.g., [16] [17] [18]). 

2) English language learning 
Research on English language learning mainly consists of 

evaluating the potential of ChatGPT-generated content as an 
English learning aid [19]. Through qualitative research methods 
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such as interviews and grounded theory, Bonner identified four 
roles that teachers play when using ChatGPT: conversationalist, 
content provider, assistant, and assessor [20]. Mohamed 
categorized teachers' perspectives into positive and negative 
aspects. While teachers acknowledge the tool's ability to furnish 
students with accurate information, they also express concerns 
that it might impede the development of students' critical 
thinking and research skills [21]. In addition, the feedback 
capabilities of teachers and ChatGPT in English learning are 
compared. The results indicate that the model provides a greater 
amount of feedback than the teacher, but there is a tendency for 
different types of feedback. This study emphasizes collaboration 
between teachers and LLMs [22]. 

3) Academic research 
Concerning academic research, LLMs can serve as a tool for 

assisting research, compiling and summarizing information, and 
functioning as a research assistant [23], further breaking down 
language learning barriers, improving the paper writing 
experience, performing data analysis coding and interpretation, 
and performing complex image analysis [36]. Additionally, 
scholars have assessed the coherence, accuracy, and relevance 
of articles generated by ChatGPT [24] in academic writing. 
However, issues on research ethics, academic integrity, and 
copyright should be drawn attention and addressed [23] [27]. 

4) Exam evaluation 
Another aspect of the investigation is to evaluate the 

performance of the models in various examinations. This 
includes comparing the accuracies of different models and 
comparing the results generated by models with those produced 
by real people. For example, the answers generated by 
ChatGPT-3.5, ChatGPT-4, Bing, and Google Bard, have been 
compared to explore the capabilities of several models (e.g., [30] 
[31]). The examination contents include the performance of 
medical school and law school examinations [25], the China 
National Medical Licensing Examination [26], written 
assignments [27], biological tests [28], and MCQ tests [29].  

IV. DISCUSSION 

A. What Are the Publication Timeline, Quantity, and 
Prevalent Terms in Applied Research on LLMs in 
Education? 
The main publication year for research on the application of 

LLMs in education is 2023. Nearly all studies utilizing the GPT 
series models employed versions 3.5 and above, and GPT-3.5 
was released in November 2022. That is the reason the main 
publication year is predominantly 2023. Even though LLMs 
have been released within the past few years, a total of 93 
documents have been retrieved, indicating that this research 
direction is quite promising. Through examining the word cloud, 
we found that prominent keywords include artificial intelligence, 
ChatGPT, medical, education, language, and LLMs. This 
observation indicates that the current research is concentrated on 
these topics. 

B. Which Keywords Show the Highest Co-occurrence? What 
Are the Primary Themes of the Investigation? 
Co-occurrence analysis for keywords indicates that terms 

such as artificial intelligence, teaching methods, second 

language learning, natural language processing, personalized 
learning, teaching feedback, educational benefits, and others are 
used more frequently. In the context of education, these models 
are primarily applied to second language learning. The aim is to 
enhance teaching methods, provide instructional feedback, 
facilitate personalized learning, and generate potential 
educational benefits.  

C. What Are the Domains, RESEARCH Methodologies, and 
Models Employed in the Applications of LLMs in 
Education? 
The primary fields of application for LLMs in education are 

concentrated in medical education, English language learning, 
academic research, and the evaluation of exams. Additionally, 
there are studies in physics, mathematics, preschool education, 
tourism education, architectural biology, and other fields, 
though these are in a limited number. The research methods 
employed in these studies are diverse, including surveys to 
explore user perceptions and acceptance of the technology; 
experimental approaches to investigate its effectiveness in 
teaching; dialogue-based assessments of its generative 
capabilities; and qualitative research methods such as interviews 
or theoretical interpretations to explore individual or collective 
perspectives and experiences with LLMs. 

D. What Is the Impact of LLM Applications on Learning? 
How Are Research Ethics Addressed? 
The existing studies show that LLM applications have a 

positive impact on performance. Specifically, LLMs can 
provide feedback to learners in English learning [22], serve as 
"research assistants" to aid researchers in their studies [23], and 
support students in active learning and skill development [26] 
[27]. However, there are concerns that they may hinder the 
development of students' critical thinking and research skills 
[21], potentially leading to academic integrity crises [27] [32] 
[33] and copyright issues [23]. Additionally, since models are 
trained, errors in information generation may occur [33] [34], 
and in some cases, they might impact students' moral values, 
posing challenges to ethics and morality [35] [36]. Therefore, 
the use of these tools should be cautious, and addressing the 
aforementioned issues should be a prerequisite for their use. 

V. CONCLUSION 
This study conducted a systematic literature review by 

analyzing the 94 retrieved articles. Results are presented through 
quantitative and qualitative analyses. The findings indicate that 
the application of LLMs in education is currently concentrated 
in specific areas, suggesting that it is still in the developmental 
stage. Although LLMs show potential in enhancing educational 
practices, there are still serious issues including academic 
integrity crises [27], misinformation [33], and the potential for 
misleading students' moral values [35]. Therefore, standards and 
ethics should be figured out before employing LLMs massively 
in education.  
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